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On the Performance of Protocols for Collecting
Responses over a Multiple-Access Channel

Mostafa H. Ammar, Member, IEEE,

Abstract— We consider a generalization of the multiple ac-
cess problem where it is necessary to identify a subset of the
ready users, not all. The problem is motivated by several
“response collection” applications that arise in distributed
computing and database systems. In these applications, a
collector is interested in gathering a set of responses from a
number of potential respondents. The collector and respon-
dents communicate over a shared channel. We define three
collection objectives and investigate a suite of protocols that
can be used to achieve these objectives. The protocols are
based on the use of Polling, TDMA, and Group Testing.
Using a binomial respondent model we analyze and, where
applicable, optimize the performance of the protocols. Our
concern is with cost measures that reflect the computational
load placed on the system, as well as the delay incurred for
achieving a particular objective.

I. INTRODUCTION

E investigate the problem of how to best collect a

specified number of responses from a set of nodes
over a multiple access channel. Several situations in dis-
tributed systems where such a problem arises are described
later. We consider a system where nodes share a common
communication channel. One node in the system is inter-
ested in collecting responses from the other nodes. Not all
nodes can or will respond when requested and the node
soliciting responses is interested in achieving a collection
objective.

The problem we consider is actually a generalization of
the multiple access communication problem where we are
concerned with identifying a subset of ready users, not all.
A response collection process will be aimed at achieving
one of a set of collection objectives to be described later.
We describe and analyze a suite of protocols that can be
used for response collection. Our concern is with the cost
of the collection process in terms of the amount of compu-
tation resources it consumes, as well as the amount of time
expended to achieve a certain collection objective. The pro-
tocols we use are based on the use of Polling, time division
multiple access (TDMA) and Group Testing.

Whereas Polling and TDMA are well known multiple
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access techniques, Group Testing warrants a short intro-
duction. It is a technique that can be used to efficiently
identify “defective” items in a set. It has been studied ex-
tensively in different contexts (see for example {1}, [2], [3],
(4]). The basic idea of the technique is the testing of items
being inspected in groups. The composition of the group
to be tested at any one point in time being dictated by the
history of previous test outcomes. Each test is counted as a
single step and the objective is to determine group compo-
sition rules to minimize the number of steps. In its original
form, the problem assumes the outcome of each test would
indicate one of two situations: “all items are not defective”
or “there is at least one defective item.” We are concerned
here with the potential use of Group Testing as a technique
for collision resolution over a multiple access channel. Such
use has been described in [5], [6], [7], [8]. The additional
feature when using Group Testing over a multiple-access
channel is the ability to differentiate among three possible
outcomes when a group is enabled: no transmission, one
transmission, and more than one transmission (a collision).

This paper is organized as follows. Section II contains a
model of our system. In Section III we discuss some ap-
plications that motivate our work. Section IV presents a
description of the protocols we consider. In Section V we
analyze and optimize the performance of some of our pro-
posed protocols. Some numerical examples are presented
in Section VI and Section VII contains some concluding
remarks.

II. SysTeEm MODEL
A. The Collector and Respondents

The system under consideration has a node (connected to
a shared channel) which is attempting to collect responses.
We call this node the collector. The collector actively so-
licits responses by transmitting messages on the channel.

All the nodes that can potentially respond to a collec-
tor’s request are called respondents. We assume there are
N such respondents. This collector-respondent classifica-
tion may be permanent or it may be temporary. In the
latter case, the collector will abandon its role once its re-
sponse collection objective has been achieved. At that time
another node may assume the collector’s role. As several
nodes may desire to become collectors at the same time, a
fair “election” protocol needs to be available for use by the
nodes. In this paper we only concern ourselves with the
system behavior from the time a new collector is identified
until the collector’s objective is achieved.
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The collector is the (perhaps temporary) master in the
system and actively solicits responses from the respondents.
We distinguish between the soliciting and enabling of a re-
spondent. A respondent is solicited once it receives a mes-
sage from the collector making it aware that a collection
process is underway and indicating the collection objec-
tive. A respondent is enabled if the protocol rules allow
it to transmit a response on the channel if indeed it can
respond. A respondent can be enabled only after or at the
same time as it is solicited.

The collector is assumed to operate with some statistical
knowledge of the state of the respondents. In our analysis
we will assume the binomial respondent model. At the
instant the collection process begins, each respondent will
transmit a response when enabled with a probability g and
with probability p = 1 — g a respondent will not transmit
a response when enabled.

B. Collection Objectives

With respect to a collector’s request, a respondent is
classified as active if it will respond when given a chance
(i-e., solicited and enabled). A respondent is said to be
inactive otherwise. The goal of the collector is to identify
and collect “enough” responses from active respondents to
satisfy its application. Note that in some instances, the
collector’s goal may be achieved if it determines (from the
lack of responses) that the desired number of responses
cannot be collected. We consider three distinct collection
objectives.

1. L or Nothing (or “Exactly L”): Terminate success-

fully after collecting exactly L responses or abort when
a determination is made that the number of active re-
spondents is less than L.

2. L or Mazimum (or “At Most L”): Terminate success-
fully after collecting L responses, or after all respon-
dents have been given a chance to respond, whichever
occurs first.

3. L or More (or “At Least L”): Terminate successfully
if L or more responses have been collected and all re-
spondents have been given a chance to respond. Abort
when a determination is made that the number of ac-
tive respondents is less than L.

For example, assume the number of respondents N is 20
and L = 6. A collector with the “6 or Nothing” objective
will terminate if 6 responses have been received or it will
abort the search if out of the respondents enabled a total
of 15 did not transmit responses. With the “6 or More”
objective, the collecior will abort in the same situation
above, it will, however, continue to gather responses after
6 responses have been received. In the case of a “6 or
Maximum” objective the collector will terminate (before
all respondents have been enabled) only if 6 responses have
been collected.

We will use the superscript (y) to denote a collection
objective. The superscript will be L or no, L or mae, or
L or more to denote the objectives in 1, 2, and 3 above,
respectively. When only the number being targeted is rel-
evant we will use that number to denote any of the three
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objectives, i.e., the superscript (£) will denote the collection
objectives £ or max, £ or no, or £ or more.

We note the following equivalences between the various
objectives:

N or Mazimum = 0 or More = Find All Active

1
C. Network Environment

All communication takes place over an error-free shared
channel with capabilities for single destination, multicast
and broadcast addressing. Simultaneous transmissions
over the shared channel result in a collision. All response
packets are assumed to be of the same size and the net-
work can operate in a slotted mode where each slot is long
enough for the transmission of a response packet. Respon-
dents are constrained to begin transmission at a slot bound-
ary and thus all collisions are the result of the complete
overlap of response packets. The channel is assumed to pro-
vide the so-called (0, 1, ¢) feedback where the nodes on the
channel are informed whether the previous slot contained
no transmissions (0), one transmission (1), or a collision

(e).
D. Collection Costs

For a particular protocol z and a given collection ob-
jective y, we identify three types of costs incurred in the
collection process:

1. Delay Cost, D£”): The average number of response
slots needed until the collection objective is achieved
or until a determination is made that the collection
objective is not attainable.

2. Respondent Solicitation Cost, sﬁ”)z The average num-
ber of respondents that are solicited in the collec-
tion process. As each solicitation message received re-
quires interpretation and perhaps the generation of a
response this measures the computation cost incurred
by the respondents.

3. Collector Solicitation Cost, Cﬁy): The average num-
ber of solicitation messages sent by the collector during
the collection process. This is a measure of the com-
putation cost incurred by the collector, as well as the
delay incurred each time the collector needs to send a
solicitation message.

The total cost incurred by collection protocol z with ob-

jective y is given by:

A = D) 4 A5 1 70 @
where a, 3, and v are weights assigned to the various costs.
We will drop the subscript describing the protocol when it
is clear from the context to which protocol the quantity
refers.

III. SOME APPLICATIONS

The following are some applications that make use of
response collection.
A database system with multiple query optimiza-
tion: Here we have a shared channel LAN with the pri-
mary purpose of giving a set of attached users access to
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a database (also connected to the network). The users
are moderately active and the database employs sophisti-
cated query processing techniques. These include schemes
to speedup query processing through the use of multiple
query optimization (see e.g., [9]). Rather than process-
ing each query individually, the database tries to process
a number of queries (up to a maximum) at a time. In or-
der to manage memory and processing resources efficiently,
the database processor prefers to actively collect responses,
rather than receiving responses asynchronously.

The database processor in this scenario is an example of

a collector with the “L or Maximum” collection objective.
The collector in this scenario is permanent.
A broadcast delivery information system: An infor-
mation system using broadcast as a delivery mechanism has
the potential for shared response, i.e., responding to several
users with one transmission (see e.g., [10], [11], [12], [13],
(14]). In order to maximize the benefit of the response
sharing feature, the information source needs to be aware
of the information needs of a representative set of users at
any one time. Thus, before transmitting responses, the in-
formation source needs to collect a set of requests from the
users.

Again this is an example of a permanent collector with

the “L or Maximum” collection objective.
Quorum collection for synchronization in a dis-
tributed system: Quorum consensus is a general class
of synchronization protocols for distributed systems [15],
[16], [17], [18]. An operation may proceed to completion
only if it is granted permission from a number of nodes. If
mutually exclusive execution of operations is desired, e.g.,
as would be required when writing replicated data, then
the node executing the operation needs to collect permis-
sion from a majority of nodes. Other applications, such
as the reading of replicated data, may require permission
from a certain number of nodes, not necessarily a major-
ity [19]. When quorum consensus protocols are used, if a
quorum cannot be collected, the operation requesting the
quorum aborts. Nodes, in some situations, may not be
able to grant permission when requested if they have al-
ready granted permission to another node. They may also
not be able to grant permission because they have failed or
are too busy.

In this scenario the collector is typically temporary. The

CPU collecting a quorum is typically interested in the “L or
Nothing” collection objective. When quorum consensus is
used to update replicated data the collector might also be
interested in updating a minimum number of replica, but
more can be updated if possible; this is the “L or More”
collection objective.
Finding multiple instances of a named resource: An
application running in a distributed system often requires
access to multiple instances of a resource. The application
typically knows the name or property of such a resource,
and may not be aware of where the resource is physically
located in the network. The searching application needs
to determine a set of addresses where the resource resides
[20], [21]. Some examples of this are:
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o anode is searching for four or more processors that are
lightly loaded in order to run a parallel program; an
example of the “L or More” collection objective,

¢ a node is searching for up to four disks with a given
amount of available space to store a certain file; an
example of the “L or Maximum” collection objective.

IV. ProTocoL DESCRIPTION
A. Polling and TDMA

One possible technique that can be used by the collector
is to poll all respondents individually. Each polling message
sent by the collector solicits and enables one respondent.
This may require a significant amount of time to complete
as each poll requires two messages to be sent if the outcome
is positive (i.e., a response is generated by the respondent)
or a message followed by a timeout period if the outcome
is negative.

Another approach which would require less time is for
the collector to declare its objective to the entire network
via a broadcast message and have the active respondents
send their responses. If the responses are transmitted us-
ing a random access scheme, a considerable amount of time
and bandwidth may be wasted until the required number
of respondents successfully transmit their responses. Alter-
natively, the protocol may operate by having the respon-
dents ordered in some (perhaps random) way and allocate
a time slot to each respondent. Active respondents trans-
mit their responses in the allocated slot. Slots allocated to
inactive respondents remain idle. As all respondents can
hear channel activity, they all know when the collection ob-
Jective (declared by the collector in its broadcast message)
has been achieved and this collection phase is terminated.
We call this technique, the TDMA collection protocol. Note
that in this scheme the respondents are all solicited by the
initial broadcast message. A respondent is enabled at the
beginning of its allocated slot.

The TDMA protocol will achieve the collector’s objec-
tive in less time than a Polling procedure. The TDMA
protocol, on the other hand, will involve all the respon-
dents (whether or not they are active) as they will receive
the initial broadcast message which will have to be inter-
preted by all the receiving hosts.

B. Group Testing

The Group Testing response collection procedure is ini-
tiated by a broadcast solicitation message sent by the col-
lector and received by all respondents. Once this message
is received by all respondents, the channel operates in the
slotted mode where a group of respondents is enabled at
the beginning of each slot. The choice of group to enable
is determined entirely by the respondents by observing the
channel activity and does not require intervention by the
collector. The protocol operates in a similar manner to the
one described in [6], with the major difference being that
the protocol will terminate whenever the collection objec-
tive is achieved.

Each respondent observes the channel activity during
each slot and updates its knowledge of the state of the re-
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spondents accordingly. The state of the system is described
by membership in four sets [6], [1]:

o A classified set is a set of respondents who are known
to either be active or inactive. Each time a group
is enabled and no transmission is heard during the
slot, all the members are judged to be inactive. Ac-
tive members are discovered when a group which con-
tains exactly one active respondent is enabled, the ac-
tive respondent’s transmission is heard and the other
members are known to be inactive.

o A binomial set is a set of respondents whose mem-
bers each have probability ¢ of transmitting a response
when enabled independently of one another. When the
protocol starts all N respondents belong to this set.

o A defective setis a set of respondents known to contain
at least one active respondent.

o A conflicted set is a set of respondents known to con-
tain at least two active respondents. Note that, typi-
cally, the conflicted set, if not empty, will be a superset
of the defective set.

At the beginning of each slot, depending on the member-
ship of the binomial, defective and conflicted sets we say
that

o an H-situation has occurred if the defective set and the
conflicted set are empty. In this case a subset of the
respondents from the binomial set are enabled in the
next slot.

+ an F-situation has occurred if the defective set is not
empty but the conflicted set is empty, in which case
a subset of the of the defective set is enabled or the
entire defective set and a subset of the binomial set
are enabled.

¢ a G-situation has occurred if the conflicted set is not
empty. In this situation a subset of the defective set is
enabled or a subset of the conflicted set that contains
the entire defective set is enabled.

More details on the operation of this protocol can be found
in [6].

C. Staged Protocols

In both the TDMA and Group Testing protocols de-
scribed above, the collector starts by sending a broadcast
message that has to be received and interpreted by all re-
spondents. In situations where it is necessary to identify
all active respondents (e.g., the “traditional” multiple ac-
cess problem), this computational burden is unavoidable.
However, in the more general scenarios discussed here, it
is possible to reduce the amount of computation at the re-
spondents at the expense of requiring the collector to send
more messages. This can be accomplished by staging the
collection process.

In a staged protocol, respondents are subdivided into dis-
joint groups, say gi, ¢ = 1,..., M. Responses are gathered
by having the collector multicast a message to each group,
one at a time. All respondents in that group are solicited
(i.e., made aware that a collection process is underway) by
the multicast message. The respondents are then enabled
(i.e., asked to send a response if they have one) according

to the rules of the protocol as described below. (Similar
ideas for the staging of a search can be found in [22], {23].)

In a staged protocol each multicast solicitation message
sent by the collector contains the current collection objec-
tive. The objective declared in the (i + 1)th solicitation
message is, in general, a “reduced” version of the one de-
clared in the ith message. The amount of reduction is
determined by the number of responses collected in the ith
stage. All respondents solicited in a stage operate with the
knowledge of the number of the not-yet-solicited respon-
dents. This allows the respondents to individually deter-
mine when the collection objective has been met or when
it cannot be achieved because the number of unexplored
respondents is not sufficient.

Two staged protocols can be derived from the TDMA
and Group Testing collection techniques described previ-
ously:

1. Staged TDMA: After the ith multicast solicitation
message is received, all respondents in the ith group
are allocated slots in which to respond.

2. Staged Group Testing: After the ith multicast solicita-
tion message is received, respondents in the ith group
are enabled according to a Group Testing procedure
that involves only the members of the group.

For both staged protocols we distinguish between fized-
group and adaptive-group staging. When fixed groups are
used, a set of mutually exclusive and collectively exhaus-
tive groups are determined a priori. In an adaptive-group
staged procedure, on the other hand, we decide on the con-
stitution of a group afier the result of exploring the previ-
ous groups is known. The use of optimal adaptive groups
will intuitively incur less or equal cost than the use of opti-
mal fixed groups. Adaptive groups, however, may require
the use of multiple destination addresses in multicast mes-
sages, as single multicast addresses cannot be set up ahead
of time.

The staged protocols have the advantage that they may
achieve the collection objective without involving (i.e., so-
liciting) all the respondents. They may, however, require
somewhat more time to complete when compared to the
single-stage protocols because of the delay involved in send-
ing solicitation messages. For a performance measure that
incorporates the time to complete, as well as the number of
involved respondents, the performance of the staged proto-
cols can be optimized by selecting the groups appropriately.
We emphasize, however, that if the collection objective is
to identify all active respondents, as is the case in {6}, [8],
then no advantage is gained by staging the collection pro-
cedure.

V. ANALYSIS AND OPTIMIZATION

Fig. 1 shows the relationship among the protocols dis-
cussed in Section IV. Both TDMA and Polling are “points”
in the collection protocol space in the sense that there is
only one way to define their operation. The operation of
Group Testing, Staged TDMA and Staged Group Testing
depends on various parameters that are needed to fully de-
scribe the protocols. For Group Testing, it is necessary to
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Staged Group Testing

Staged TDMA

Group Testing ®

/

Polling

Fig. 1. Relationship among the various protocols described

determine how respondents are enabled in particular situ-
ations. In the staged protocols, the particular grouping of
nodes (fixed or adaptive) needs to be defined.

In the following we focus on the analysis and optimiza-
tion of the Group Testing and Staged Group Testing pro-
tocols, the latter being the most general. The same tech-
niques can be applied in a straightforward manner to ana-
lyze the other protocols [24].

A. Group Testing

The size of the groups enabled can be found through
the solution of a set of recursive equations shown below.
In the following H (V)(n) denotes the average number of
slots needed to satisfy the collection objective y when the
binomial set is of size m, F(y)(m, n) denotes the average
number of slots when the defective set is of size m and the
binomial set is of size » —m and G(¥)(k, m,n) denotes the
average number of slots when the defective set is of size k,
the conflicted set is of size m and the binomial set is of size
n — m. Then we can write for £ > 1: ! (These equations
are similar to those shown in [6]. There are, however, small
but critical differences that have to do with the fact that
the collection objective is now an influencing parameter.)

HO(n) = 1+ min {POH(‘)(n —2)+ PLHE Y (n - 2)
1<z<n

+(1-Po-P)GO0,2,m)} n>1 (3)

FOMm,n) = 1+ min{A4,, 42}, n>1 (4)
4 = lg:!iélm {PzF(‘)(m ~2,n—z)

+ P3H(“1)(n —-2)+ (1- P, - Pa)G(‘)(O,z,n)}

Ay = min
m<z<n

{PHD (0~ 2) 1 (1 - PG (m, n)}

!Recall that the superscript (£) denotes any of the three collection
objectives with parameter £.
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(£) = i ) - -
G\Y(0,m,n) = 1+1§n=121n{P5G 0,m—2z,n—2)

+PeF(m — z,m—2) + (1 - Ps — Po)G(0,2,m)}

n>m>2 (5)
G(l)(k, m,n) = 1+ min{B,, B3}
n>m>2 , m-1>k>1 (6)
— ; Oy — — —
B, = 1rgnzuglh {P7G (k—2,m—=z,n—2)

+ PP (m — z,n— 2) + (1 — Py — P5)GO(0, 2, n)}

_ : -1y _
B, = kg;lélm{PgF (m—z,n—z)

+ (1= P)GO(k,2,m)}

where Py = probability that no transmission occurs = p®
and P; = probability that exactly one transmission occurs
= 2p®~1q. The expressions for P, through Py are identical
to those in [6, equations (5.1)-(5.4)] and are not repeated
here.

The above recursive equations are applicable to all three
collection objectives with the following boundary condi-
tions:

o L or Mazimum

g or mae)(n) — gltor mae)(o) -0
Foor maz)(m, n) =0 (8)
Fltormaz)(g ) = g7 mez)(z)  (9)

Fleor mae)(q,n) = 1+ -1 o maz)(n 1) (10)
G o maz)(k m,n) = G ™e=)(0,1,m) =0 (11)

Gltormaz) (1 ma) = 1
+ Fl-tormaz), 1 n_1) (12)
G o ma2)(k,2,n) = 2 + H-2 o7 maz)(n _ 9) (13)
¢ L or Nothing

In addition to the boundary conditions for the L or
Mazimum objective we have the following.

HWor no)(n) — F(l or no)(m’ n)
= qglter "o)(k,m,n) =0, n<i{
o L or More

The boundary conditions are the same as the ones for
the L or Nothing objective with the exception that
boundary conditions (7), (8) and (11) are replaced by

the following.
H(D or mo‘re)(n) — H(n or maz)(n)
F(O or mafe)(m’ TL) — F(n or -maz)(m’ n) (16)
GO or mere)(k, m,n) = G 7" ™) (k m,n)  (17)
If the Group Testing collection protocol is used, a single
solicitation message is sent which reaches all N respon-

dents. Also, all respondents are initially in the binomial
set. Thus, for all collection objectives y we have that:

c¥ =1, S® =N and DY = HO(W)

(7)

(14)

(15)

(18)
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B. Staged Group Testing
B.1 Fixed Groups

When fixed-group Staged Group Testing is used a set
of M disjoint groups, g;, for ¢ = 1,..., M are given. The
size of group g; is given by n; and Y ;" n; = N. (We ad-
dress the determination of the best such grouping shortly.)
We let » = (n1,n3,...,nm). Both the collector and re-
spondent solicitation costs will be a function of n. We also
define the integer 1 < J(k) < M as the smallest integer
such that El(h) n; > k for 1 < k < N. This represents the
number of groups that need to be solicited if k respondents
should be enabled. Using the definitions of the three collec-
tion objectives we obtain the following set of expressions:

o L or Mazimum

C(L or muz)(n — Z ( ) N-— quk
=0
-1
-1

+21(k)( JEa
k=L
L-1
sy~ WS (1 )
k=0
N J(k)
+ZE"‘( l;,_ )ph—LqL (20)
k=L i=1

o L or Nothing
C(L or ﬂo)(ﬁ) —
N
k—
5 (d
k=min(L,N- L+1)
k—

()

S(L or no)(n) —

I (k)

SR RTES

k=min(L,N—-L+1) i=1

N—-L+1 k—1-N+L
)p q +

(21)

N—-L+1 k—1-N+L
)p tlg +

k-1
+ ( P (22)
o L or More
(N
C(Lm- mo‘re)(n) - MZ( X ) N—qu
k=L
ol k-1
+ Z J(k) ( N—1 )pN—-L+1qk—1—N+L (23)

It remains to determine the average delay cost (or the
average number of response slots required for the collec-
tion objective to be satisfied). In order to capture the fact
that the Group Testing procedure within any one stage
operates with the knowledge of the number of the not-yet-
solicited respondents, we define: ’H(V)(n; t) as the average
number of slots remaining in a stage when the binomial
set is of size n, the number of not-yet-solicited respondents
is t and the current collection objective is y. ]—'(V)(m, n;t)
and G)(k,m,n;t) are defined in a similar manner. The
above three quantities are related in exactly the same way
as the corresponding quantities in Section V.A. The bound-
ary conditions for these quantities are essentially the same
as those shown in Section V.A, except that (14) is replaced
by the following:

H(l or na)(n; t) — ]_-(t or no)(m, n; t)

= U mmit) = 0, n+t<l (25)

We next investigate how the total cost of the fixed-group,
Staged Group Testing may be optimized by selecting the
appropriate fixed group sizes. The total cost satisfies the
following recursive equation:

T
AB@) = oM (v; Y )+ Pu +7
i=2
+2_;,A(l—z)(£-—l) ( 1;1 )pvl—zqa: (26)

where v = (v1,v3,...,vr) and v~ = (v2,v3,...,vr). The
cost in equation (26) is derived as the sum of the delay cost
for the first group (of size v1) plus the cost of the collection
protocol as it proceeds through the rest of the groups with
a diminished collection objective. The above expression
is applicable to all collection objectives with the following
boundary conditions

Al or mae)(g) — Ald or nO)(E) =0 for j<0 (27)

T
=AU ) =0 for j> ) u (28)
i=1

A(j or mora)(g)

A(t or maz)(g) - A(J or morc)(y)
T
— poor morc)(-,_,) for <0 and £> Z‘W (29)
i=1

for

A (vy) = aHO(v1) + Bvy + v (30)

We now turn our attention to the determination of the
best fixed grouping that will minimize the A (n) for a
given ¢, o, B and y. One straightforward method is to
enumerate all potential groupings of the N respondents
and evaluate the cost of each using (26). The optimum
grouping is the one with the minimum such cost.

The approach just described is obviously not feasible as
it is prohibitively time consuming even for moderate values

0<eS‘U1
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of N. We thus adopt a heuristic approach aimed at deter-
mining a near-optimal grouping. Our approach is based on
the assumption that the optimal total cost for achieving
objective y given the set of m respondents are subdivided
into T groups, satisfies the following recursive relationship

(based on (26)):
{07“(‘)("1; m—v,)+ B,

(31)

?) .
A( v = min
opt(—T,m) 0<v:<m-T+1

+7 + Ao, )

where rnd[e] rounds its argument to the nearest integer.
Note that if a group of size v; is tested, an average of qu;
responses are anticipated. Thus, the expression in (31)
is based on the assumption that the optimal grouping for
finding exactly £ is approximated by the optimum grouping
for finding an average of £.
The optimization procedure is thus as follows:
1. For each possible number of groups M = 1,.. ., N de-
termine the grouping of the respondents into M groups
using (31) and the following boundary conditions

A ™ ug ) = A8 " (ug ) =0, §<0 (32)

AGT ™ g ) = AT " uy ) =0, j>m (33)

AGT ™ Nup,) = AGT ™) (o)

= Af,g;" "“’")(gT,m), i<0,£>m (34)

Ag;)t(ﬂl,m) = "‘H(t)(m)+ﬁm+‘)' for 0 < €< m (35)

Note that the values of the boundary conditions above
are independent of the grouping used. Thus, when-
ever, while using (31), the value of A is evaluated using
these boundary conditions, we assume that the 7' re-
maining groups are such that the last group contains
m — T + 1 respondents and the other T — 1 groups
contain one respondent each.

2. Choose the grouping (from among the N different

ones produced in Step 1) that yields the lowest cost
as evaluated by (26).

We can judge how near-optimal the grouping found us-
ing the heuristic above by comparing its cost to the cost
of the best adaptive grouping (as determined in the next
subsection). This latter cost is a lower bound on the best
fixed-group cost.

B.2 Adaptive Groups

We define A.(,!,l,% (m) as the optimum total cost when the
number of unsolicited respondents is m. Using the same
arguments leading to (31) we can write:

¢ .
Af,p), (m) = 021713%1"l {a’H(‘)(n; m—n)+L0n+v

( )p""q'} (36)

+) - 45 (m — )

2=0
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Fig. 2. Average Delay Cost for Various Collection Objectives (TDMA
and Group Testing, N = 20)

where the following boundary conditions are satisfied:
AL ™) (m) = AT "I m) =0 for j<O (37)

AS;;,” mou)(m) = Ag,," "o)(m) =0 for j>m (38)

48\ 0) =0 ; AW =a+B+y  (39)

A(();tar ma.z)(m) — A((;;"tor more)(m)
= aH® " ™) (m) L fm 44, §<0, £>m (40)

VI. NUMERICAL EXAMPLES
A. Group Testing

Group Testing (in a single stage) incurs a respondent
and collector solicitation costs of N and 1, respectively,
regardless of the value of g. Fig. 2 shows, for N = 20, the
average delay cost as a function of g for the three collection
objectives. In the same figure we also plot the average delay
cost of the single stage TDMA protocol (derived in [24]).
Observe that for the entire range of g the use of Group
Testing provides for a lower or equal delay cost than a single
stage TDMA protocol. Also, the Group Testing collection
procedure adapts to the (single stage) TDMA procedure
(i-e., in each slot a group of size 1 is enabled) when ¢ > 7123.
(This was found to be true in all the numerical experiments
we conducted. No formal proof is available yet.)

B. Staged Group Testing

The respondent and collector solicitation costs of the
Staged Group Testing procedure are given by expressions
(19)-(24). For the L or Maximum collection objective
(N = 20,L = 13), the variations of these costs with q
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are shown in Fig. 3, where the 20 respondents are subdi-
vided into four groups of sizes (6,6,4,4). The delay cost of
the Staged Group Testing procedure for the same group-
ing of the respondents is also shown in Fig. 3. Comparing
this delay to that incurred by a single stage Group Testing
procedure (as shown in Fig. 2) we observe that:

o For values of ¢ > 71; the delay cost for the two ap-
proaches is the same since in both the protocols adapt
to a single stage TDMA procedure.

o For values of ¢ < 715, the delay incurred is lower when
single stage Group Testing is used. In particular, at
the limit as q approaches zero, the single stage Group
Testing procedure needs only one group test to deter-
mine that the respondents are not active, whereas the
Staged Group Testing procedure needs a number of
group tests equal to the number of groups of respon-
dents.

Table I shows the grouping of 15 respondents in a fixed-
group, Staged Group Testing procedure for various values
of the cost weights and for the I or Maximum collection
objective. The table also shows the cost when an optimal
adaptive-group, Staged Group Testing procedure is used.
The fixed grouping is determined using the heuristic in Sec-
tion V.B.1. Observe that the near-optimal fixed groupings
achieve the same or slightly higher cost than the optimal
adaptive groupings.

20.0 o

15.0
A -
v J
e
4 J
a J
g 10.0 - Resp. Cost
g L *  Delay Cost
¢ 4
t . Coll. Cost

Fig. 3. Average Delay Cost, Respondent Solicitation Cost and Collec-
tor Solicitation Cost for the L or Maximum Collection Objectives
(Fixed Group Staged Group Testing, N = 20, L = 13)

VII. CONCLUDING REMARKS

In this paper we have considered response collection
strategies that can be used over a multiple access chan-
nel. We were motivated by some distributed computing
applications to define a set of collection objectives. Five
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protocols that can be used to achieve these collection ob-
jectives were investigated: Polling, TDMA, Staged TDMA,
Group Testing and Staged Group Testing. In analyzing the
performance of these protocols, three cost components were
taken into account: the number of steps required to com-
plete the objective, the number of solicitations required by
the collector, and the the number of respondents receiving
solicitation messages. The idea of staging stems from the
inclusion of the latter two cost components and from the
fact that the response collection procedure will terminate
once the collection objective has been achieved.

Our findings are summarized in Table II where we use
the terms “low”, “medium”, and “high” to denote relative
values of the costs. Our conclusion is that, in general, a
suitably optimized adaptive-group, Staged Group Testing
protocol can achieve the best performance. A near optimal
fixed-group Staged Group Testing procedure can achieve
almost similar performance but can be easier to implement
as the groups are determined a priori.

Although we have assumed an error free environment
for our analysis we do not expect the presence of errors to
affect our conclusions regarding the relative merits of our
proposed protocols. In general, errors might cause a collec-
tor to either (1) spend more time achieving its objective, or
(2) declare that a collection objective is unreachable when
in fact it is achievable. The most straightforward approach
to dealing with this latter problem is to require that a col-
lector retry collecting responses in a second round even if
the first round fails. Whether or not this is desirable de-
pends on the error rates expected. The specification and
analysis of such protocols should be explored in future re-
search. The work in [22] describes and analyzes a similar
approach in a somewhat different context.
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