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bandwidth inherent in oprical fiber, and the use of WDM 1o
match user and nerwork bandwidths, the wavelength routing
architecture is an srractive candidate for future backbone
trunsport networks.

A virtual topology over 8 WDM WAN consists of clear
channels berween nodes called lightpaths, with rraffic carried
from source to destnation without electronic switching “as
far as possible”, bul some electronic switching muay be per-
formed, Virrual ropology design aims ar combining the best
of optical switching and elecrronic routing abiliies,
Desigring a vartual topology on & physical network consiis
of deciding the lightpaths t© be set up in terms of their
source and destination nodes and wavelength assignment.

I this survey we first describe the context end motivtions
of the virnsal tepology design problem. We provide & complete
formulation of the problem, and describe and compare the
formulations and theoretical results as well as algorithms,
heuristcs, and some resulis in the current hiteroiure o the
fiekd. The reconfigurability isswe, which s another attractive
chorncteristic of optical networks, is also discussed and the
hterature surveyed.

This survey is restricted to transport networks with
wavelength routing. Similar virtual topology problems also
arise in multibop broadcast bocal arca optical networks, but
this work does not directly apply to them and corresponding
Iiterature is not included in this survey. This survey also
relates to the design of a static topology, not one in which
individual lightpaths are set up and torn down in response to
traffic demand.

1 INTRODUCTION
1.1 CoNTEXT

In the past few years, there has been groeing inferest
wide area “All-Opeical MNeraorks" with wavelengrh division muldi-
plexing (WTDM), using wavelength routing. These are corssd-
ered to be candidates for future wide area backbone networks.
The ability to tap into attractive propertics of optics, including
the wvery high bandwidth potennial of optical fiber, makes these
networks attractnve for backbone transport networks. At the
same time, the WM technigue can be used 1o bridge the mis-
imatch between user and Gber equipment. A fuller discussion of
wide area optical nerworks can be found i [B, 13, 18, 9].

Wirtual topology design over a WM WAN & imended o
combine the best featurss of optics and electronics. This type
of architecture has been called “almost-all-oprical™ because
traffic is carried from source to destination without electronic
switching “as far as possible”, but some electronic switching
may be performed. The architecture uses clear channels
berween nodes, called lightpaths, =0 named because they tra-
verse several physical links but information traveling on a
lightpath is carried optically from end-to~end. Usually a light-
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path is implemented by choosing a path of plysical links and
reserving @ particular wavelength on each of these links for the
lightpath. This is known as the wavelength continuity con-
straint, indicating that a lightpath consists of a smgle wave-
length over s sequence of physical links, This constraint can be
relaxed by assuming the availability of wavelength converters
at mtermedhate nodes. However, this involves not only expensive
equipment but further complications relating to the funing
delay of converters and the issue of converter placement, and
in this survey we treal the wavelength continuity constrasnl as
part of the problem, for the most part. Because of limitatons
om the number of wavelengths that can be used, and hardware
constraints af the network nodes; it s not possible to set apa
clear channel between every palr of source and destination
miodes. The partcular set of hightpaths we decide to estabhish
on a physical network consmsts of the virtual (otherwise called
the logical) topology.

The trade-off imvolved here is between bandwidth and
clectronic processing overhead. Forming lightpaths locks up
bandwidth in the corresponding links on the assigned wave-
length, but the mformation maveling on the lightpath docs not
have to underngo electro-optic conversson at the mtermedidate
misdes. A good wirtual wpology trades some of the ample
bandwidth inherent in optical fiber 1o obtain a solution that is
the best of both worlds.

The use of WM allows the utlzation of the large band-
width inherent in opuical fiber, In some cases, the fiber has
been used as a simple alernadve o copper wire. This means
that only o single wavelength is used to carry information over
a fiber and the fiber then acts as a poant-po-point link of a given
bandwidils. With WDM, cach wavelength can utilize band-
widths comparable 1o thay which the entre fiber was provid-
ing. With the further use of wavelength routing or virual wpolo-
gies, the bandwidith available w waffic goes up further. Figure
1 shavers a simiple physical network in which lightpaths, indicar-
ed by dotted lines, have been set up o allow communication by
a clear channel between nodes that are not directly connecied by
o fiber link. Two lightpaths can share o physical link by using
different wavelengthe. An attractive feature of the process of
stepping up from poini-to-paint Gbers 1o WM and then vir-
sl topalogies s that i can be undermken in an incremenial
manner with current networks [15]. The virtual topology pro-
wides 8 certain measure of independence from the physical
mopodogy, because different virmual wpologies can be set up on
the same phyvsical opology, thowgh the ser of all vieneal topologies
that can be set up B consrined by the phvsical wpology. In
setting up o virmsl ropology, the wosl considerations are delay,
throughput, equipment cost and reconfigurability.

The virtual topology design problem bears certain simi-
larities to other topology design problems in networks. At a
rudimentary level, routing profblems on any packet-switched
network are an attempt toward imposing a topology on the
network, In fact, it s helpful to think of the virtual fopology as
being an optical layer which provides a topology dstinct frooan
the physical ropology on which o route packer traffic [10,18].
This s appropriate because optical technology, allowing more
capacity than electromic technology i the fleld of wransmis-
sion but not nearly as developed in the information processing
and storage fiekds, is better suited for application at the data
transport level, that is; nearer to the physical layer. However,
the virtual wopelogy & designed with the express mrention of
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FiGure 1: 4 WD netroork, The rowting modes are mdercomnected
by poin-fo-patid fiber fnks and ordy hate access meder commected
re thews, The doned e shoes lphrparhs,

managing network performance and improving congestion or
throughput metrics, so traffic routing over the available topology
hus been considered as part of the virual topology problem
(14, 17, 15]. The Virtual Poth (VP) allocation problem in
ATM networks also concerns seffing up a topology to be
mmposed on the physical topology svnilable with a view o
improving network performance metrics. 'With complete
relaxation of the wavelength continuity consiraing, the virtual
topolegy design problem becomes meore like, baut not qurte
identical to, the ATM VP allscatsion problem.

Virmal ropologies can also be designed on broadcast
LAN (so-called muluhop) Hghtwave networks. This problem
is similar vo the virmual topology problem for all-oprical WAMs,
but with sufficlent differences for it to be considered a different
protlem, as we remark in Secthon 1.2,

In general, virneal opology design problems can be formau-
lated 2y optimization problems aimed ot maximiang network
throughpue or other performance messures of interest.
Typically, the exact solution can be eastly shown to be MP-
hard, and heurdsthe approaches are needed o fnd realistic
good solurions. For this purpose, the problem can be decom-
posed impo four subproblems, The first is 1o decide what virmaal
topology to embed on a given physical topology, thar is, what
are the lightpaths o be implemented. Rounng of these light-
paths on the physical topology and the assignment of wave-
|mpi‘uh:ﬂmnmth:rmttmprnﬂum“:m:ﬂn:nr
packet raffic on the lghtpaths is also wsually seen 1o be a part
of the virmual ropology problem,

The above dscussion focuses on the issue of theoughpuat

o delay optimiration, which i related 1o network pefformanice.
There are ot least pao other inportan related issues. The first

is related to the cost required o set up and operate the net-
woark, which 1s an important practical conssderation. Thus, a
particular virnsal wpology may result in bower delay and higher
throughput than another, bat if the batter virtual topology
invalves the use of fewer expensive network components such
as optical switches or converters, resulting i a lower overall
implementation cost, then in practice it may well be chosen
over the "better” one. This issue s discussed in Section 2.1,
The second issue relates o the reconfigurability of optical
networks using virtual topology. Beconfigurability 18 seen as
one of the strengths of optical perworks in general and the viemal
tepology approach i particular. A virtual wopelogy s designed
on the basis of traffic patterns and a phiysical ropology. Being
able o implement 3 new virmual wpelogy provides adaptabili-
ty (when wraffic patterns change), self-healing capability
{when the physical topology changes due to failure of network
components), and upgradabilicy (when the physical topology
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changes due to the addivon or upgrading of network compso-
nents). Thus being able o redesign & virtual topology and
configure the network 1o the new one from the old one is of
interest to the virtual topolegy problem in general, and we
have considered it within the scope of this survey.

1.2 Scope

A similar wvirtual topology design problem exists for
broadcast optical networks, used a5 LANE, In these networks,
there s o single broadeast medium that is accessed by all
fisdes in the nerwork. Lightpaths are set up by assigning a
wavelengih to 8 source-destination pair, which then acts as a
clear channel between them. Traffic is sent from one node o
another using a Hghtpath if one i svailable, or o sequence of
Hightpaths if a direct lightpath is not svailable, For this reason,
these networks are called multihop networks, These neoworks
are distinct from the wavelength routed WANs that are the
subject of this survey. This survey doss nor deal with virneal
topelogy problems in broadcast oprical networks, One of the
reasons the virmual topology problem i different in that case is
that with & broadoast medim, the physical topobgy docs not
constrain the virtual topologees that can be implemented.
Another reason is that since each lightpath in the network
needs o unique wavelengrh, there is no possibility of wave-
lengih reuse as with WM WANs. A survey of these problems
for multihop networks can be found in [11],

The virtual topology design problem outlined has been
formulated in terms of static traffic demands, Thot s, the
bandwidih demand from one node to another or the average
traffic Aow from ome node 1o another is considersd o be
known when designing the virtual topology. This §s distinct
from topology design problems for networks in which we are
interesied in designing 1opologies and algorithms that will
allow us to estimate and obdain optimum blocking probabalaties
under dynamic raffic demands, that is, calls which are estab-
lished and terminated on demand [6]. This is not to say that
traffic demands are asumed never to change in an actual net-
work, However, such changes are not visble to a sngle
tnstance of our static virial topology design problem. I the
traffic pamern changes significantly, it would act as the input
dwta for & new wirtual wpology design, and the old virtual
topology would be reconfigured 1o the new virmual topology, 8
iopic we discuss in Section 5. Consequently, cach virmeal topol-
ogy 15 designed only on the basis of a single average traffic
demand patern. OF course, it i possible that such a traffic par-
tern is irself made up of 8 combination of different estimates of
merwork traffic, but this is not part of the virmual topology prob-
lem, Another way o make this distinction is 1o smie that the
virtual topologics we consider are seis of static lightpaths, not
alowly varying lightpaths as would be the case if ightpaths were
set up and torn down 6 fesponse o user demands.

Thie virtuil topolsgy design encompasses only the trans-
port network and not the scoess network, As we remarked
above, the sdvaniages of optical technology lie in switching
and rransmission, not processing or storage. Thus, electronic
switching and transmission (or similar protocols over o physical
fiber medium) are maore suitable in acecess networks where the
bandwidth requirements are low and processing requirements
(@5 in routing o consolidating) are relatively high, The vrtual
topology design problem is accordingly defined on transport
or hackbone networks only, not sccess Aaetworks,

1.3 STRUCTURE OF THE SURVEY

This survey is organized as follows. In Section 2, the
architecrure of wavelength routed WAk 8 described and
notations peraining to these are imtroduced. Section 3
describes approaches related to network performance opti-
mization, including mathematical formulations and algo-
rithms. Some particular approaches not conforming to any of
these categories are described in Section 4. Section 5 addresses
the reconfiguration issue. Section & concludes the survey.

2 ARCHITECTURE AND NOTATIONS
2.1 NETWORK COMPONENTS

Wavelength Division Multiplexing (W IDM) refers to the
use of distinect wavelengths over an optical fiber 1o implement
separate channels. An optical fiber can carry several channels
in parallel, each on a particular wovelength. The number of
wavelengihs that each fiber can carry simultanecusly is limit-
ed by the physical characteristics of the fiber and the state of
optical technology used o combing these wavelengths onto
the fiber and isolate them off the fiber. This limit was of the
order of 10 in past years and is currently of the order of 100
and growing. WM has been scen as not only an obviows mault-
plexing method for the optical medium, but as a technique vital
to utilizing the huge bandwidth of the fiber medium, because
it can be used to correct the mismatch between the bandwidch
available in the fiber and the bandwidth requirement of end
users | 14].

An add/drop multiplexer (ADM) is an optical system thar
is wsed to modify the flow of traffic through a fiber at a routing
node [7]. An ADM passcs waffic on certmin wavelengths
through without interruption or optoclectronic conversions
{conversions to electrondc form and back vo oprical form),
while traffic on other wavelengths is terminated optically, that
ks, converted to clectronic form (the wavelength is dropped),
Some wovelengths can also be added, that is, traffic is mjected
at this node wsing those wavelengihs,

A Wavelength Router (WR) is a more powerful system
than an ADM. It takes in a signal at each of the wavelengrhs
at an input port, and routes it to o particular cutput port,
independent of the other wavelengths [6, 17]. A WR with N
input and N output pors capable of handling W wavelengths
cun be thought of as W independent N x N switches, These
switches have to be preceded by a wavelength demultiplexer
and followed by a wavelength multipleser to implement a WH,
as showmn in Figure 2. Thus o WH can cros-connect the dif-
ferent wavelengths from the mput o the output, where the
conneciin pattern ol each 'lu'l.'l'th‘_'ﬂ.g'lﬂ'i HilHﬂpﬂlﬂHl‘t of the
others. For this reason, it & sometmes alo colled a wave-
length cros-connect. This description highlights the routing

Wivelongih Basies
Fisure 2: A movelongth router.
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function of the WR. Of course, some of the wavelengths on
same of the input pores may be carrying signals that ore destined
for an access node directly connected to the WR in question.
In this case, that signal has to be extracted from the optcal
medium ar this WH. To do this, it is necessary to ferminane
thar particular wavelength, convert the data inte elecironic
form, and deliver it to a higher layer. There may also be signals
on some wavelengths that need o be forwarded to other nodes
on a different wavelength. The wavelength has 1o be teeminated
in this case as well, the signal extracted to electronic form,
converted back to optical form in the other wavelengih and
mmjected to an owtput port. To highlight the foact that the WR
does both forwarding entirely in the optical domain (optical
switching) as well as forwarding via conwersion o electronic
form and back o optical more like conventional routing), they
are somerimes also called Wavelength Routing Switches
(WRS) [14, 15],

{oh Limated Conversion

Ficume 3: Wirvelengsh corperzion,

A wavelength comverter is an optical device that can be
used in an opuical rowter, 1o convert the wavelength a channel
is being carried on [16), Withouwt wavelength conversion, an
incoming signal from port p, on, say, the wavelength L) con be
optically switched {withow intermediare oproclectronic con-
versions) o any port p. but only on the wavelength ;. With
wavelength conversion capahbility, this signal could be optical-
Iy switched 1o any port p, on any wavelength L. That is, wave-
length conversion allows a clear oprical channel to be carred
an different wavelengthe on different physical links. Different
lewels of wavelength conversion capability are posishle. Figure 3
illustrates the differences for 8 single input and single output
port situation; the case for multiple ports B more complicated
but similar. Full wavelength conversion capability imiplics that
any input wavelength may be converted to any other wave-
lenguh. Limited waeelengih comversion denotes that each
mpast wavelength may be converted o amy of a specifie set of
wavelengths, which is not the set of all wavelengihs for at least
one input wavelength, A special case of this gives us fixed
wavelength conversion, where each impur wavelength & con-
verted to exactly one wavelength., If cach wavelength s “con-
verted™ only to itself, then we have no conversion. If a node
has limited or full wovelength conversion capability, then the
conversion to be affected can be configured as part of the viroal
topobogy design. The advantage of wavelength conversion is
that the virtual topology that can be mplemented is less con-
strained, since the wavelength continuity constraint s
removed. Thus wavelength use is more efficient. However, the
use of converters increases cost, a5 well as the complexity of
the problem. The cost increase can be minimized by using

(d) Full Comversion
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brmited conversion rather than full conversion, and assuming
& small number of converters rather than conversion capability
in every node. But these assumptions introduce the problems
of specifying the nature of the limited conversion and place-
mient of converters in the network, which greatly incresse the
difficulty of opology design.

The virtual topobegy designed and implemented om a
physical network not only determines the perfformance of the
network in terms of metrics ke throughpat, but also carries a
cost associated with the virtual opology, determined by how
many and what network components are wed o implement
that virtual wepology. Atemptng to model the nerwork cost is.
a related field w the virual topology design problem. The
primary goal of such smdies B 1o provide an idea of the com-
parative impacts of various sYSIEm CoMponents on system
cost, and hence provide guidelines for economically efficient
virmual opology design, rather than actually determine the
coat of implementing a virtual topology. Comparatively few
stuchies have been undertaken in this arca; sce [2] for such a
study. Guidelines that result from such studies may relare o
choosing some inital parameters for the virmual topology, as
suggesied in [2], or may be mntegrated into the optimization
procedure o find the virtual wopology. The latter approach is
taken in [4], where a heurstic i designed for the topology
design profelerm with a goal of maximibang wavelength atilization
in the wavelength routers, which would certminly have an
impact on the cost of the virtual topology.

2.2 NoTATIONS

I this section, we define some terminology and notations
and introduce some concepts that will be used in the following
sections, and that are commoen to most frmulations of the
virmal wpology problem,

Physlcal Topology: A graph G (¥ Ex) m which each
node im the nerwork is a vertex, and each fiber optic link
between mwo nodes is an arc. Each fiber link is also calied a
physical link, or sometimes just a link. The graph is usually
assumed to be undirected, because each fiber link b5 assumed
o be bidirectional. There & a weight associsted with each of
the arcs that is usually the fiber distance or propagation delay
over the corresponding fiber.

Lightpath: A lightpath, a8 we remarked above, is o clear
optical channel between two nodes. That is, waffic on a lighe-
path does not get converted into clectronic forms at any inter-
mediate nodes, but remains and is routed s an optical signal
throughour With the usual wavelength continuity constraint,
the lightpath becomes a sequence of physical lnks forming a
path from source to destination, along with & single wave-
lemgth thar is set aside on each of these links for this lightpath,

YVirtual Topology: A graph &, (W Ey) nowhich the set of
nodes is the same as that of the physical wpology graph, and
each lightpath is an arc, It & also called the logical wpology,
and the lightpaths are also called logical links. Usually this
graph s assumed 0 be directed, since & lighipath may exist
from node A w0 node B while there is none from node B
node A. This graph & also weighted, with the lightpath distance
of each lightpath (see below) scring as the weight of the cor-
responding arc.

Link Indicator: Whether a physical Eink exisss in the physi-
cal wopology from a node | o another node m, denoted by i,
which is 1 if such a Enk extsts in the physacal wopology and 0 i not



Lightpath Indicator: Whether a lightpath exists from a
node § o another node §, denoted by by, which is 1 if such a
lightpath exiss in the virtual topolegy and ¢ i not,

Lightpath THstance: The propagation delay over a light-
path; denoted by dy for the hightpath from node ¢ to node §, Tt
is the sum of the propagation delays over the physical links
that make up the Hghrpath in the virmual opalogy.

Physlcal Degree: The physical degree of a node is the
number of physical links that directly connect thar node o
other nodes,

Virtual Degree: The virnzal (or logical) degree of a node
is the number of lightpaths connecting that node 1o other
niodes. The number of lightpaths originating and terminating
at & node may be different, and we denote them by virtual out-
degree and virtual in-degree, respectively. We speak simply of
the wirtual degree if these are assumed o be equal, as they
often are. If this degree s assumed 10 be same for all nodes of
the nerwork, then this is called the virmeal degree of the net-
work. The virtual degree i determined in part by the physical
degree, but 15 also effected by the consideration of what volume
of electronic switching can be done at o node [17].

Physical Hops: The number of physical links that make
up a lightpath is called the physical bop length of that lightpazh_

Logical Hops: The number of lghepaths a given traffic
packet has to traverse, in order 1o reach from source to dest-
narion node over a particular virmeal ropology, is called dhe wir-
tual or logical hop length of the path from that source o that
destination in that virfual topology.

“Traffic Matrix: A matrix that specifies the average tral~
fic between every pair of nodes in the physbeal opology. If
there are N nodes in the network, the waffic matris & an N x
N matrix A = [L9], where L' is the sverage traffic from node
i 1o miode d in some sudtable undes, such as arriving packers per
second, or 4 quantized bandwidth requirement. This marrix
provides in numerical terms the nature of how the wotal net-
work traffic is distributed between different source-destination
node pairs, that &, the pattern of the network maffic,

VirFmal Traffic Load: When a virmual wopology is estab-
lished on a physical topology, the mwaffic from each source node
o destination node must be routed over some lightpath. The
aggregate traffic resulting over a lightpath s the load offered to
that logical link, If o lightpath exists from node 1 to node §, the
load offered to that lightpath i denoted by Az The component
of this load due to truffic from source misde 5 to destination
nade o is denoved by Ay, The maximum of the logical loads
is called the congestion, and denoted by A, = maxi; &g -

2.3 ARCHITECTURE

In this section we characterize in more detail the WDM
wivelength routed network we have been describing above,
and which Figure | illustrates, The network consists of several
routing nodes that are connected (o each other by point-to-
paint optical fibers, The nodes and their physical connections
are specified by the physical ropology. Each af the routing
nodes may have access nodes connected 1o i1 Por the purposes
of virtual topolegy design, however, only the aggregate traffic
between routing nisdes is important. Thus we can assume that
each routing node has exactly one sccess node connected o
in. We concentrate on the rowting nodes and refer o them stmply
as nindes, The traffic marrix specifies the ageregate traffic from
every node o each of the other nodes.

The fiber links conmnecting the nodes each support A spe-
cific number of wavelengths, say W, Each of the nodes is
equipped with a WR capable of routing these W wavelengths.
In general, no wavelength conversion capakility i assumed to
exist gt any of the nodes. Every physical lmk carmes ot most
one channel (lightpath) in each direction on each of the W
wavelengihs.

Lightpaths are set up on the physical wpology, creatng
the virmeal topology, Bach arc of the virtual topology graph is
a lightpath, A lightpath is set up by configuring the source and
destination nodes to originate and rerminate a specific wave-
kength, then choosing & path from the source (o destination
naosde and configuring the WR at each intermediate node on
that path to foreard that wavelength optically to the next
node. Thus at the mtermediate nodes the traffic s not con-
verted 1o electronie form, and e lightpath acis as a single-
hop path from soarce 1 destination, or & pipe, with no guening
delay. Two lightpaths that share a physical link must be
pssigned different wavelengths. The totnl number of wave-
lengths used om o certain lmk must be Wu‘r!u:.Thz’L‘rgiﬂ.l
m=degres and out-degree are |.|:|.|.I|I'g,r equal fior each node. The
kogical degree of every node is usually assumed to be the same
and this is called the logical degree of the nerwork.

Traffic is routed from each source to destination mode
over o sangle lghtpath if one exssts for thar source and dest-
nation, or a sequence of more than one lightpaths or logical
hops, It is wsually assumed to simplify the optimzation problem
that traffic for o single source-destination pair may be bifur-
cated over different virtual routes. The aim of creating the vir-
rual topaligy B to ensire that mose traffic can be carried with
fewer optoelectronic conversions along the way. The extreme
cake of this would be i a lghtparth could be set up from each
source o each destination; however, the number of wave-
lergths avadlable & wsually too limited v allow this. At the
other extreme is a virtual topology which is identical to the
physical topolbogy, so that optoelectronic conversion oeours ot
every miermediate node. With reasonable and achievable vir-
tual topologies, the number of oproelecronic conversions
should not be very large. Together with the fact thar in high
speed wide area networks the propagation delay dominates
over the quevsing delay (as long #s links are not loaded close
to capacity], quencing delays are typically neglected in the
problem formulation [17].

The goal of the virmual wopology design process 5 usually
1o optimize network performance, such as by minimizing net-
work congestion of minimizing average packet delny. In the
optimization, wsually the number of wavelengths available &
taken as a constraint. If both mindmizatbons are desired, then
one of them 8 usually expressed as a constraint by relagng i
to a known physical network characteristic, In general both
are important because oo little emphasis placed on the con-
gestion aspect usually results in a virtual topology very simalar
to the physical ropology, and too hitle emphasis placed on the
deloy nspect can result in virtual topologies thar bear Hude
resemblance o the physical wpology, with conveluted light-
paths that increass delay [17].
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3 NETWORK PERFORMANCE OPTIMIZATION

In this section we provide an exact formulation of the vir-
el ropology design problem using the packet traffic
approach, and discuss specific technigues and heuristics used
to solve it

3.1 FormuLATION

The exact formulation of the virtual wpology problem s
usually given as o mixed integer linear program. The formula-
ton provided here follows closely that in [10], and also those
i [17, 14, 15]. The symbols and verminology are as defined in
Secuion 2.2, Mew terminology s defined as mecessary,

Additional Definitions

Let H = fhgl be the allowed physical hop matrix, where &
denotes. the maximum number of physical hops a lighvpath
from node { 1o node § is allowed 10 take. This hop marrix s one
of the ways 1o characverize the bounds thar lightpaths in the
virraal topology must be within. Let < be the lightpath wave-
hnphiﬂk:mt.h.:'fhlif:ﬂgbrpuh&nmmdtimnndtj
uses the wavelength &, O otherwise. Let ¢/ (7, m) be the link-
lightpath wavelength indicator, o indicate whether the hight-
path from node i to node § uses the wovelength & and passes
through the physical link from node ! to node m, Let & denote

the logical degree of the virtual topology.
Objective:
Minimize the congestion of the network, thar is,
11T (1
Subject to:
Degree Constraints
; B,S A, Vi 2
L bhsa,vi (3
Traffic Constrainis
i S e Vi) (4)
iy = § A, YD (%
A0 S BA™, WL (6]
Wil g =
ZAs0 T e am =i | Wi (D
: ' Oy 5 # i i
Wavelength Constrainis
.
T =b, Vi) (&)
ey (hom) & & WU L) 9
L Y () < 1, ¥l (1
A Wl bpm=j
EXeY hmp B (mdpo= (homei  M(im (1)
Dymasei, iy
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Hop Constrainis
LY (ham) < by, V(i) k {12)

iscussion

The degree constraints (2) and (3) constrain the virtual
wpology 1o a given loghcal degree. Among the traffic con-
straints, (4) defines the nerwork congestion, Expression (3]
asserts that the voal wraffic on a lightpath is the sum of the
wraffic components on thar Hghrpath due o all the differem
pairs of source and destination nodes, Consrraing (6) capures
the fact that the component of wraffic on a lightpath due 1 a
particular source-destinanion pair can be present only if the
lightpath exists in the virtual topology, and cannot be more
than the toral traffic for that source-destnation pair.
Constraing (7) 18 an expression of the conservation of wraffic
flow an lightpath endpoinis. All but one of the remaining con-
straints relate to the allocation of wavelengths to lightpaths,
Constraing (8) ensures that a lightpath, if i exists in the wirtu-
al topology, has a unique wavelength out of the available ones.
Consrraint (%) enforces the consistency of the lightpath wave-
length indicators and the link-lightpath wavelength indicators,
and expression (10} enforces that & wovelength can be used at
maost ance in every physical ink, asvoiding a vavelength clash.
Expression (11) asserts the conservation of every wavelength
at every physical link endpoint for each lightpath, The last
remaining constraint, expression (1.2}, enforces the bounds on
the number of physical hops each lightpath is allowed.

The parnmeters, or inputs, to the formulation are the eraffic
matrix A, the hop bound matrix M, the number of wavelengths
supported by a fiber W, the desired logical degree Ay, and the
detnils of the physical topology graph. The variables, whose
values at optimum are the “output”™ of the MILP, relate 1o the
virmual topology graph, wavelength assignment in the virneal
topology, and the waffic routing over the virtual opology, The
lightpath incicators by provide the virtual topology graph. The
provide the wavelength asssignments o the lightpaths in the
virmual topology and also the physical links used o implement
each lightpath. Lastly, the virtual raffic losd variables Ly and
Ay provide the routing of the traffic berween each soarce and
destination on the virtual topology.

Formulations of this problem are possible thar address
only some and not all of these aspects. In Secton 3.2.3 we discuss
such approaches. Bven when all these aspects are addressed,
or the same aspect is addressed, different formulations of the
problem are possible.

‘The exact formulation in [14] seeks 1o minimize the average
mesaage delay, For this purpose fiber distance metrics are
inroduced as parameters in the formulagon, Throoghpat
paramerers are not considered, and the traffic parameters are
used only to weigh the deloy variables. Muleple and single
logical hop paths are explicitly distinguished in the formula-
ton. Unlike the above formulaton, in [ 14], as well as [10, 15],
the given logical in-degree and owit-degree of each node (the
number of receivers and transmitters available at that node) is
considered to be a separite parameter, not & single parametss
for the network. The formulatien in [ 14] does not address the
wavelength assignment issue, and there |8 no constraint cor-
responding 1o the pliveical hop constraing on the lightpaths, as
gived by (12) in the above formulation.




In [17], the bound on the number of wavelengths a single
fiber can carry 1= ignored in the exact formulation, The wave-
length msignment problem s also not addressed. The physical
hop bound is not used to constrain the virmeal wpology;
instead there is an average delay constraint on each source-des-
tination pair, The maximum propagation delay berween amy
spurce-destination pair in the physical topology is denoted by
== and mtroduced in the formulation, together vath & teEning
Factor @ that determines how tightly the virtual topology should
be constrmined by 4. The average packet delay for each
source-destination pair 5 constrained (o be less than or equal
to the product of & and 4. Thus the delay performance met-
ric 18 addresed wiing & constraint swch s the following:
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The throughput performance metric s addressed by the
goal of the optimization, which is to minimize congestion as in
the formulation provided above.

The exact formulation in [15] follows the exact formula-
tion i [14], but adds some elements. The capacty of each
lightpath © &5 introduced as a parameter and it 18 wsed 1o
refine the delay minimization goal and o ser up an alternative
optimization goal of maximizing the offered load to the net-
work. The second goal i= nonlinear in aatare, The wavelength
assignment problem s made part of the exact formulation.

In [Z], the formulation is similar 1o the one we have pro-
vided abowe, but a simplification is introduced as part of the
formulation, The goal of the optimization s to minimize the
overage physical hop lengths of the lightpaths in the virmal
topology, The wavelength continuity constraint is not mchaded.
The lightpath distance is constrained o be bounded by the
fiber distance of the shortest path in the physical opology
between the endpoinis of that lightpath, ogether with a factor o
introduced as a parameter. The simplificaton consists of
pruning the search space based on the fiber length of paths:
lightpaths are only allewed to use physical paths that are
among the K shortest such paths between any pair of nodes,
K being a parameter in the problem formulation.

Some commoen features of the exact formulations from
various studies in the literature are also shared by the formu-
lation provided above. Bifurcation of traffic for a source-desti-
naution pair over different virmial paths is allowed. In view of
the predominance of propagation delay over queveing delay m
high speed wide area nerworks, the queucing delay is neglecred
in almost every formulation of the problem. A special para-
meter fis introduced in [2] to bound the congestion to values
at which it i reasonable to neglect queveing delays. The for-
mulation provided above also has a specific feature not shared
by all the others in thar it does not allow for more than one
lightpath from one node o another,
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intractable with size, One of the ways it can be made more
wractable is 1o aggrepate raffic from a given sousce node to all
destination naodes, that &, not formulare the probilemn in terms
of the rraffic components between each source-destination
pair 4™, bur traffic components for each source node L™ only.
Thas results in 8 more tractable formulation because the num-
ber of variables and constraints is lower; otherwise the formu-

lation is similar. O course, the solution to the problem so
formulated does not provide 8 complete selugon o the fall
problem m terms of routing traffic over the virtual wpology
desipned; moreover there may not be a feasible solutdon 1o the
original problem corresponding to a solunion for the aggregare
problem. Howewer, the aggregate problem, being less con-
strained than the original one, helps set achievability bounds
on the full problem, such as lower bounds on the schievable
congestion [17, 10]. Bounds that can be calculated with sig-
nificantly lower computational costs than solving the full
problem are useful in evalusting heuristics employed to obitain
good solutions to the full problem, as discussed in Section 3.2,

Usually, such an aggregate formulation i uied after relaxing
the MILFP above into an LP, thay s, allowing the Hghipath,
lrghupath wavelength, and lnk-lhghipath wavelengh indicatos
variables wo wake up valuwes from the continuous inverval [0,1)
rather than constraining them w be binary variables. The
relaxarion, like the agpregate formulation, resuls in & less con-
atratned formulation, and hence & sultable for deriving
schievability bounds. When the MILP is relaxed, an extra
“cutting plane™ constraant is introduced [17, 10], o emsure
thnt the definition of congestion remains consistent with the
MILP formulation when traffic components may be weighted
with the “fractional lightpaths™ that the relaxation introduces.

3.2 HEURISTICS

An exact formulatson of this problem such as the one
given in Secthon 3.1 quickly grows intractable with mereasing
size of the nevwork. In facy, this problem and some of ks sub-
problems are known to be NP<hard [5, 14, 10, 1]. Thus for
networks of moderately large sizes it is not practical to attempt
te solve ths problem exactly. Hewnstics o obtmin good
approamations are needed. In the rest of this secthon we discuss

heuristic approaches wo the vermsal topology design problem or
e related subproblems.

3.2.1 SUBPROBLEMS

The full virtual topokegy design peoblem can be approxi-
mately decomposed into four subproblems. The decomposition
B approximate or mexact in the sense that solving the sub-
problems i sequence and combining the selutions may not
result in the optmal soluton for tee fully integrated problem,
or some later subproblem may have no solution given the
solution obtained for an earlier subproblem, so no solution
the eriginal problem may be obtamed, Although this decom-
position follows [15], it is also consistent with the decompsi-
vions of [17, 14, 10, 1]. The subproblems are as follows,

Topology Subproblem: Derermine the virmual wopology
1o be imposed on the physical wpology, thar is, determine the
lightpaths in terms of their source and destnation nodes,

Lightpath Routing Subprobler: Determine the physical
links that each lightpath consists of, tha B, route e light-
paths over the physical topology.

Winvelength Assignment Subproblem: Determine the
wavelength each hightpath uses, that 15, assign a wavelength to
each lightpath in the virtual topology so that wavelength
redtrictions are obeyed for each physical link,

Traffic Routing Subproblem: Houte packer traffic
berween souree and destination nodes over the virneal topalogy
obtmined.

Jammsary 3000 QFTICAL NETWOHRES MAGAFINE ™



In terms of the formulaton provided in Section 3.1, the
topology subproblem conssts of determindng the values of the
Iightpath indicaor variables by, the hghtpath routing subproblem
consists of determining the values of the vartables ¢, (], m), the
waavelength assignment subproblem consists of determining
the values of the variables ¢/, and the traffic routing sub-
problem consiste of determining the values of the variables
A= It may be noted that the above description of the light-
path routing subprohlem is approximate since foong the walues
of the variables &.™ [, o) would entail specifying wavelengths
for each lightpath, that is, solving the wavelength assignment
subproblem & well, The lightpath rowting subproblem achually
consisis only of determining values of hnk-lightpath indicators
(ot included in the above formulation) and does not refer o
wavelength assignment in any way.

The tralfic routing subproblem may appear 1o be not
essential to the virtual topology design ssue. Indeed, once the
vartual topology is fAxed by solving the first three subproblems,
the traffic Fouting subproblem i the known one of routing oraf-
fic over & given topology, for which many algonthms exist,
However, it s included in the st of subproblems since i the
exact formuldation it & an mtegral part of the problem o deter-
mine how traffic flows over the virtual topology being designed,
as it should be to optimze network performance metrics,

As we rernarked above, the decompesition into subfproblems
i inexact and hence affempting to sodve the subproblems and
combine the solutions may resull in a subopomal solution or
even no soluticn o the full preblem, Exact solutien of &l the
subproblems is also not possible since some of the subproblems
are WP-hard as well. Heuristics must be employed to obtain
good selutions to the subproblems. This also leads o the
possibility of obtaining no solution to the full problem. Some
construints are usually relaxed so that at least some solution is
obtained fom the heuristics, which can be then esied for
near optamality using achievabiliy bounds as we discuss in the
following section. One of the constraints that is commonly
relaxed is that of the maxsmum aumber of wavelengths that
can be carried by a fiber. OFf course, if after the solution is
olained we find that some of the relaxed constraints have
been violated (for example, if we have assigned a link 1o carry
more lightpaths than the maxtmum aumber of wavelengths it
can carry, or the toral number of unique wavelengrhs uwsed in
the virtual ropology is more than the maximom number of
wivelengths a fiber can carry), then we would need o pbandon
that soduison and search for a different one, p:m'hl}' alter
modifying the heuristics used.

The virtual wopology problem can be decomposed ino
different subproblems than the ones we list above. Such dif-
ferent decompositions are used in many of the studies we survey.
However, we consider the adhove decomposition to be reason-
ahle and faicly consistent with any others proposed o the
Hierature we survey, and we shall refer only o this decompo-
sition while discussing such studies.

3.2.2 BOoUNDS

To evaluste an ppproximate solution produced by a
heuristic, we would like o know how close the obtained solu-
tion & o the optimal one. Since we are using the heuristle
because of the very reason that the optimal soluton canmon be
obtained in the first place, we must resort fo comparing the
solution obtained with known bounds on the optimal solu-
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ttons derived from theoretscnl conssdernbons. These are the
achievability bounds we have mentiomed before (so called
because they are bounds on what can be schieved in principle)
ared we diseuss themn below,

Lower bounds on congestion: The goal of virneal wopology
design is often v minimize network congestion, as in our
formulation in Section 3.1, A lower bound on the congestion
obtained from theoretical considerations allows us to know
that an even smaller value of congestion cannot be achieved by
amy solution, and helps us evaluate the solution produced by
somie heuristic, We discuss several lower bounds on congestion
below. Our discussion follows cosely that of [17], and also
that of [10], as well as literature on vartual topalogy problems
in broadcast LAN scenarios as referred 1o in [17, 11]. More
details can be found in these sources.

Physical wpolegy independent bound: This bound
utilizes the fact that the load on cach logieal link would be the
same, and this would be the congestion, if the tocal wraffic in
the network were equally distributed among all the lightpaths.
The value of this congestion would then act gx o lower bound
on any virtual topology that could be designed for the neavork
under the given traffic condinons, This bound takes nto
sccount the total traffic demand, but aot the diserdbution of
total rraffic among the different source-destination pairs (that
is, the traffic parern). As such, it assumes that traffic for any
source-destination pair can be assigned o any lightpath in the
virmal wopalogy, and hence, it ignores the physical topology.

Let B be the traffic weighted average number of logical
hops in the viral topolegy. If E, denotes the number of light-
paths im the virtual wopology and r denotes the total arrival rate
of packets to the network; then it is easy to see that

A, 2 THYE, (14)

Thus, seming & lower bound on H" resulis in a lower
bound on the congestion., This is done from the following con-
sideration. For N nodes in the network and a logical degree A,
the maximum number of source-destination node pairs that
can be connected by only a single hop s NA, Similarly the
maximum number of source-destination pairs that can be
connected by only two hops is NAS, by only three hops is NA/,
and so on, For the raffic weighted number of hops to be min-
imum, source-destination pairs with the ]H‘F’Ft amount of
traffic must be connected by o small number of logical hops,
Accordingly, mssume that the MA, source-destination pairs
with the largest vraffic berween them are each connected by a
single hop path (that i, there is a lightpath between each
source and the corresponding destination). The NA7 source-
destination pairs with the next largest traffic should be con-
fected by bws hop paths, and so on. The walfle wetghted aver-
age mumber of logical hops in this case is & lower bound, in
other words

H'2 L ks, (1%)

where 5, is the sum af the waffic fractions (with respect to
total metwork alfic ) which comsist of the k-th block when
the rraffic fractions are arranged in descending order of mag-
nitude, and the i-th block s made up of NA/ successave ele-
ments in that list.



Minimum flow tree bound: This bound & derived from
similar considerations as above, but on the hasis of each source
node rather than the petwork s a whole. In the above we
assammed than the N source-destinarion pairs are all connected
by single hop paths, and so on, but this is impossible if the A + 1
top traffic components all have the same source node, for exam-
ple. In tha bound, we take into account the restriction that each
source node can only source A& Hghipaths aliogether, m addison
to the considerations above. Thus this B a srronger bound,

The calculation of this bound B done by assuming that
for each source, the source s connected by one loglcal hop 10
the &, destinarions 1o which it has the lasgest amownts of raffie,
by vwo hops w the A7 destnations 1w which it has the next
largest amounts of mwaffle, and so on. We then form the sum of
these raffic components weighted by the appropriate numbser
of hops, s in the above scheme, and obtin the bound for the
traffic weighted average number of logical hops H* similar o
(15). The bound on congestion is then obtained from (14, as
before. We omit the derivation and exact expression of this
bound, which can be found in [17].

Iwerative bound: This type of bound is developed in [17,
10] by sggregating and then relaxing the MILF formulation
and solving it & mentioned in Secton 3.1, The additonal
constraint imposed on the relaxed aggregare formulathon
that the congestion be higher than & lower bound on the con-
pestion known a prion, such as the minimum flow wree bound
discussed above, To improve the tghmess of the bound, the
vabue ohiained for the congestion by solving the relaxed aggregate
LI can be used as & new value of the a priori bound and the
LI solved again to vield a further improved bound on the con-
gestion. This iterative process can be carried out repeatedly o
improve the tighmess of the bound, Ir is remarked in [17] thar
about 25 mwernmons result in & bound thar is improved very linde
by further iterations,

Independent topologies bound: This bound is pro-
posed in [3] as another method of taking into account the
physical wpelogy in computing a bound on the congestion.
This bound is also based on relaxing the MILP formulston o
obizin o bnear probdem, First o logical feasible virmual topology
iz obtained that maamizes the one-hop traffic. In the next
stage, the tralfic carried by this topalogy i eliminated from the
todal wraffic and another sirtual topology 8 desagned that carries
the maxirmum posaible two-hop wraffe out of the restdual traffic.
This procedure is repeated for successive number of hops wnatil
all the traffic is routed, The value of congestion can now be
extracted from the severnl topologies. If this procedure were
carried out exactly, it would be an exact solution and would
not be more easily computable than & solution 1o the problem
itzell. However, the severnl logical topologies are not allowed to
comstram each other, so that the topologies for more than one
imdependent. The authars of [3] note thar this bound s only a
lirtle righrer than the fow wee based bound if mraffic 1 uniform,
but becomes much tighter for highly nonuniform ralfic.

Lower bounds on the number of wavelengths: It =
usually necessary in virtual topology design to complete the
design using as few distinet wavelengths as possible, since in
practice there is a limit on the number of wavelengths a fGber
can carry. This limit may be known and introduced in the
exact formulation s in the formulation of Section 3.1, but
such a limit is often not included in heuristic approaches, A

lewer boumd on the number of wavelengrhs needed for a par-
cular problem is then useful i svaluadng the solution provided
by the heurstic. Also, in the presence of practical limvitations,
an easy to compute lower bound on the number of wave-
lengths can provide a quick negative answer to the question of
whether a wirtual topology design problem is at all feasible or
not. Twe such bounds, following [17], are dscussed below.

Physical topalogy degree bound: This boond is
derived fom the simple consideration that each node I the
virtual topalogy must source a number of lightpaths equal 1o
the logical degree of the virmeal wopolegy AL Considering the
node with the minimum physical degree §, in the physical
topology, there must be sufficient number of wavelengths to
allow A, hightpaths to be realized over 5, physical links, that is,
the number of wavelengths required s bounded from below
by B2 (& / &),

Physical topology links bound: Another consideration
is that each physical link 15 traversed in general by multiple
lightpaths in each direction. If we count each physical link
once every fme a lightpath waverses i, then the tocal will be
greater than the number of directed physical links in the
wepology (we muluply the number of links in the undirected
physical wpology by two o get this laer number). This is
poasible because different lighipaths on the same physical link
{in the same directbon) use different wavelengths, Thus the
average numbser of lightpaths traversing a physical link can be
obtamed by dividing the total number of physical links tru-
versed by all the lightpaths by the number of directed physical
links in the wpology, and this is a bound on the number of
wavelengths required.

For the number of physical links rraversed by all the ligh-
paths, we use the following argument. For each source node,
reaching every other node requires a minimum number of
physical hops, using the shorvest physical path. Let us list the
N« | possible destinanon nodes for & source node #; in increasing
order of the number of physical hops needed o reach that des-
tination from o, and then assume thae the A, lightpaths sourced
from m, traverse the A; physical paths thar lead o the firs A
destinamons on that list, We assume this is orue for each source
node n; . This assumption results in @ lower bound on the total
number of physical finks troversed; and hence on the number
af wavelengths. We omit the dervation and exact expression of
this bound, which can be found in [17].

Another bound, which is derived with respect to the light-
path rowting and wavelength assignment subproblems and noy
the complete problem, may nevertheless be useful in some
coses. This is the NWO bound [5] (for MNon-Wavelength
Continuowus), which states that given a physical ropoalogy and
a s=f of lightpaths to be established, the aumber of wave-
lengths needed to establish a virtual opology obeving the
wavelength conminuity constraint i not less than the number
needed to establish the same virtual topology without the
wavelength coptinwity comstrami. In generml, it is not clear
how dght this bound is, and i s not easily computahble,
However, it can be shown that for networks with topologies
that are acyelic, this bound B not only dght bur exacty [3].
Thus it could be useful if after finding a solution to the light-
path routing subproblem, we find an acyclic topology and
wanl a bound to evaluate a heurstic solution o the wave-
length assignment subproblem.

Bounds on the number of wovelengths required can also
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be found under specific asumptions regarding the solution to
the different subproblems. For example, in [6] it is demon-
strated that if the virtual topology being implemented = decided
e be a hypercube (as part of salving the topology subproblem),
then for a specific proposed algorithm to map the hypercubs
e 1o phiysical network nodes (solving the rest of the topalogy
subproblem], the number of wavelengths required cannot be
less than 203, where n i the number of nodes in the physical
neowork, A sumlar result for 8 torus embeddimg, as well os a
general result in terms of the physical topology and the topology
being embedded, is also provided in [6].

3.2.3 HEurmiSTIC APPROACHES AND TECHNIQUES

In the design of heurstics or approximate soluthons o the
virtisal topology problem, emphasis is placed on different
aspects of the problems by different authors. In the majority
of the liternture, heuristics are designed for only some and not
all the subproblems. Some asumption regarding the nature of
the wirtual topology o0 be mmplemented is often o sarting
point for heuristic methods, Below we discuss heurdstics found
in the literature surveyed under three different categonies, In
the first, it is assumed that the virtual topology to be imple-
mented is & well-known regular topology, such as a hypercube
or a shufflenet. In the second, the lighipaths of the wirmal
topolbogy are assumed o be already known in terms of sources
and desninations for each instance of the problem, and the
lightpath routing and wavelength assignment subproblems are
addressed. Mo particular assumption B made regarding the
virtunal topology in the lost cotegory. Some of the mterest in
the study of regular topologies in the context of virrual wpolo-
gies Em-w.ﬁ.hl: came from the assumption that o some extent
the virtual wopology could dictate the physical topology, tha
is, fibers could be labd to supplement & physical ropology
before implementing a virmual wpology, As more and more
fiber has been laid in practice and has become part of single
wavelength optical networks utilizing the fibers as point-to-
point links, the concern has shifbed to eoracting more utibzation
ot of these fbers using WDM and vienual topologies, rather
than having to lay more fbers. Thus studies relating to
arbiwrary physical wpologies have attracted more nterest in
FeCeil Himes,

Regular Topologies: Regular topologies such as hyper-
cubes or shufflenets have severnl advamniages ns vrtual topologie.
They are well understond, and resules regarding bounds and
averages are comparatively easier 1o derive. Bouting of traffic
on A regular topolegy is usually also simpler and resulis are
available in the literature, so the traffic routing subproblem
load balancing characteristics.

Onoe a regular wpology 5 decided on as the one w be
implemented as a viroual topology, it remains o decide which
physical node will realize each given node in the regular topology
(this will be referred to as the node mapping subproblem) and
which sequence of physical links between bwo physical nodes
will be used to realme ench given edge in the regular topology,
that is, lightpath (this will be called the path mapping sub-
problem). This procedure is also called embedding a regular
topobogy in the physical topology, In terms of the subproblems
introduced m Section 3.2, the chowce of the regular topology
together with the node mapping problem make up the virmual
topology subproblemn, and the path mapping problem corre-
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sponds to the lghtpath routing subproblem. Obviously, the
number of nodes m the regular topalogy may not be chosen
with complete Freedom; instead it must obey the constraine of
the regular wpology, Por example, the numbser of nodes in a
roras miust obey 8 = o fior some o In case the physical opology
has o few modes less than the regular topology; this can usually
be corcumvented by adding Actitious nodes to it before embed-
ding [14]). If a few more nodes are present i the physical
topadogy, then some of the ones with less maffic may be com-
bined for the purpose of embedding, although this introduces
further approximations o the virual topology solutions. In
general, the node mapping and path mapping problems leave
out of comsidermtion the waffic patterns in the network, and urlse
metrics such as fiber distances and wavelength reuse to route
lightpaths over the physical topology. Thus there & a taci
assumption of reasonahly uniform traffic pattern in the use of
regular topalogies as virtual topologies.

The mappings must also be free of wavelength clashes
and must obey any predefined limic on the number of wave-
tengths, These problems are themselves known or conpecrured
1o be MP-hard |6, 14], hence heuristics are needed for them.
Below we discuss some approaches maken in the lherature with
regular topologies as candidaves for virrual wopologies.

Embedding via strings: In [6], the authors propose a
mwo-phase heuristic for performing the mappings. In the first
phase, an “equivalent™ string is obrained for the physical net-
work. In the second phase, the selected regular topology is
embedded into the sring. The elements listed in the string
represent the nodes of the physical wopology. Each edge con-
necung rwo successive elements of the string corresponds to a
path berween the corresponding nodes. The string akso has the
property that any reo paths that are edge disjoint in the string
are also edge dispeint in the physical topology, so that path
mapping and wavelength allecation on the string can be trams-
lm:dinlmmnmdnunmlnﬂuphyﬂ:ﬂtupdlnﬁ.

Three methods of obtaindng such a siring represenarhsn
froam & physical topology are discussed in [6]). The first tan
irvolive finding a Hamiltonian path and an Eolerian path m
the physical topology. However, there is no goaramies that
such paths can be found in an arbitrary physical opology, and
hence these methods are not completely general, though they
have other attractive charncteristics. The third method
wmvalyes finding a spanning wee in the physical opology,
which only requires that the topology gmph be connected.
Algorithms for embedding a torus topology and a hypercube
topology nto these sirimg represcnuations are then presented.
A pgeneral result regarding a lower bound on the number of
wavelengths needed to embed an arbitrary topology G, on
another topology G, is then denived in terms of characteristics
of &, and 7 ; and this result i wed 10 derve lower bounds for
the torus and the hypercube cases. The resuling wirtoal
topologies ane compared i terms of logical degree of the net-
work, average number of logical hops, and the number of
wavelengths needed. The hypercubes embedding is seen to
have the bemer (i.e., smaller) number of logical hops, but it
requires @ lorger network degree and more wavelengths. I
appears that algorithims can be stmilasly developed for embedding
other regular topologies in the siring representations.

The approximation in this approach is introduced at the
time of obtaining a string representation, The siring obtained
is constrained by only the criteria mentioned above, and this




does not guarantee that the partcular string we obtain for a
given instance will lead us to an optimal or near-optimal
virtual topology. However, given the regular topology w be
embedded and the embedding function, it is shown in [6] that
the particular algorithims presented are near-optimal. In thas
approach, the eraffic pattern in the network is ignored.

Comparison of topologles: Three different regular
topologies are compared for their suitability as virtual topolo-
gies in [ 12]. The comparisan is based on the number of logical
hops between niodes and the number of wavelengths required.
Mo traffic patternn considerations are included, In fact this
comparison does not refer o 8 physical network at all. The
regular topologics sre looked upon only as candidates for
embedding into physical topalogies, and i is sssumed that the
required node mapping and path mapping may be carried out.
In this sense thes study s from the perspective of the first part
of the virtual topology subproblem, in that the virmal topology
is proposed but node mappings are not performed. However,
this study addresses the ssue of wavelength routing given the
virtual topalogy, which provides the path mapping.

The three wopologies compared nre the K-grid topology
(an extension 1o K dimensions of the Manhattan Street topol-
ogvl, the twin shuffle topology (a shufflenct with twice the
conmectivity, that is, pao shufflenes i parallel), and a modi-
fied de Bruiin graph (de Bruiin graphs with connectivity mul-
tiplied by a factor). The basis of comparison is the degree of
the network. However, this is expressed as the number of bundles
of fiber leaving each node, where each bundle carries fibers to
exactly one other node but may conimin more than one fiber.
Thus, the allowed number of wavelengths along s connection
between two nodes would be larger with this scheme than with
a singhe fiber scheme, This difference is expressed by a difference
between the number of wavelengths required 1o implement the
virtual topology and a normalized version of the same number.

The authors point out that the de Bruim graph topology
has the advantage of & constant number of hops between
mides, and this number is smaller than either the average or
maximum number of hops for the other two topologies. The
number of wavelengths required appear to be similar for the
three topologics,

Simulated Annealing: In [14], heuristics are developed
for the node mapping problem for regular topologics (specifi-
cally, hypercubes), and the solution is carried through to path
mapping 85 well as wavelength assignment. Thus, the node
mapping part of the wiral wpology subproblem, the hight-
poth routing, and the Lghtpath wavelengih assignment sub-
problems are addressed. Moreover, the nature of the physical
topology is raken into account to some extent. The goal of
each heuristic is to minimize overall sverage message delay in
the virmeal topalogy, which invelves the fber distances and the
traffic pattern mn the netawork. Two hearistic approaches are
developed, one based on & greedy algorithm and the other on
simulared annealing.

In both approaches, fictitious modes are created in the
physical topology if it has fewer nodes than the chosen hyper-
cube. The greedy approach smars with & ressonable indtial
node mapping obtained by mapping the nodes with the highest
physical degrees first and artempting to map nodes so that
logical nodes that are neighbors in the logical opology ane
mapped to physical nodes that are neighbors im the physical
topalogy as far as possible, This node mapping & then refined

by traversing the lst of nodes in reverse order of initial embed-
ding and swapping esch with o different node if this would
rechsce the avernge message delay, Once the final node mapping
is obtained, the path mapping is obwmined by shortest path
routing on the physical topology 1 realize ench edge of the
hypercube, that is, lightpath, A remark is made regarding the
traffic routing subproblem that shortest path routing on the
hypercube wirtual topology has besn assumed.

To sssign wavelengths, physical hinks are ordered in
decreasing order of number of lightpaths passing throwgh them.,
For each physical link, each lightpath s assigned a different
warvebenth if it has ot alrendy been assigned one through some
other physical hink, Wavelength conflicts are avoided while
pssigning wavelengths. This algorithm is heuristic in nature and
in particular i oot guaranteed o find & sofution if the namber
of wavelengths is bounded, cven if m solution exists. With
unbounded number of wavelengths, this algonthm does ot
impose an obvious non-trivial bound on the number of wave-
lengths it uses, and such & bound & not discussed m [14].

In the simulated annealing hewristic, the node mapping
process starts with an initial ndom mapping. The perturbation
is provided by swapping the mapping of two nodes in the vir-
tual topology. The sceeptance criterion is the avernge message
delay in the network; the new mapping is always accepted if
the resulting delay decreases, and i accepted if the delay
increases with o probability that goes down as the simulated
temperature falls. Once the mapping “freczes™ the path map-
ping and wavelength assignment are carried out as for the
greedy algorithm.

In [15]), a very similar simulated annealing heuristic s
presented, with the difference that the wraffic routing sub-
problem is pssumed to be solved using the flow deviation
method, The flow deviatdon method is a good hearistic alter-
pative 1o an exactly optimal linear programming routing fow
selution. The literamure in which it was developed s referred
to i [15] and also [11]. This method starts from an indcial
flow assignment, and iteratively deviates fows over aliernate
paths, avoiding links carrying the largest amounts of wraffic.

Pre-specificd topologies: In this section we discuss
studies that focus on the Hghepath routing subproblem, and
possibly the wavelength sssignment and waffic routing sub-
problems. In other words, the virtual topology in terms of a
list of lightpaths with their source and destination nodes is
supposed to be grven for each sance of the problem. The
traffic pattern o the aerwork, a8 we have seen, can be used to
determine what Hghtpaths to set up. The traffic pattern can
also be usefiul in rouwting the lightpaths and the tralfic, because
the merwork performance metrics which are the goals of the
virtual ropology design are related to traffic, such as message
delay or congestion. Thus the wraffic partern may be wiilized
even in an approach focused on the lightpath routing sub-
problem only. However, in some approaches, it i considered
that the taffic pattern has been properly taken o consider-
ation while solang the wirtual wopology subproblem that
resulted in the given set of lightpaths 1o be implemented, and
thus the Hghtpaths take care of the maffic characterstics of the
network. The lightpath routing and wavelength assignment
subproblems can then be viewed as having goals defined purely
in terms of the lightpaths, such as minimization of the number
of distinct wavelengihs needed.

SLE: In [5], not only the source and destunamon, but also
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the routing of the lightpaths, are also ssumed m be given, and
the problem is seen 0 be the sssignment of wavelengihs o
these lightpaths. Thar &, the ghtpath wavelength assigoment
subproblem & addressed, and it is called the St Lightpath
Esmablishment (SLE) problem. SLE a8 posed includes a bound
on the number of wavelengths thar can be used to establish the
hightpaths. It & proved thar SLE as stated i equivalent to the
n-graph=colorability problem, and hence is MPcomplete.

A heuristic algorithm w assign wavelengths to o given set
of lightpaths with the aim of using as few wavelengrhs as pos-
aible s presented. This algorithm is based on o greedy allocation
heuristic that iveratively assigns a wavelength to as many edge
digjoint lightpaths as possible before golng on o the next
wavelength, Longer lightpaths are allocated a new wavelength
earfier. The algorithm terminares when all Hghrpaths have
been assigned a wavelength. There is no obvious non-trivial
bound to the number of wavelengths needed by this algo-
nithm, and none i discussed in |5). A modified version of this
algorithm that allocates wavelengths only wntdl & given maxi-
mum number of wavelengths have been allocated, and then
#10pd, s also given. The use of such an algorithm is in deriving
values of blocking probabilites than can be compared with
values encountered in the dynamic case.

The problem of dynamic lightpath establishment, in
which lightpaths are set up and wen down on demand, and
the goal is to provide the minimum blecking probability seen
by new lightpath demands, is also discussed in [5]. However,
this is outside the scope of this survey.

Wavelength utilization: The smdy presented in [4]
assumes that the virtual opology subproblem has been solved
and the set of lightpaths to be established is available in werms
of the source and destination nodes of the lightpaths. Thus the
lightpath routing and wavelength assignment subproblems are
addressed, and an integrated approach is taken for these two
subproblems. It is sssumed that traffic related objectives hove
been addressed while obtaining the set of lightpaths 1o cstablish.

The objective for the routing and wavelength assignment
problem presented @ to maximize wavelengih utilization at the
switchies. This objective is presented in terms of the utilization
af the Wawvelength Routers (WER) ot each network node. It s
assumed that enough distinet wavelengths are availalble so thay
every WH can switch o lightpath from each of its input ports
to each of i outpur ports, If each node has a physical degree
of M, then at least N wavelengths are needed to switch these
N lightpaths at the WE. However, with cermin wavelength
allocations to some of the lightpaths, it may not be possible w
switch every wavelength ot every input port to some output
port, while a different wavelength assignment would allow all
the lightpaths o be set up. Thus wavelength utilization is
defined for a WR in terms of the number of inpur port wave-
lengths that are not “blecked™ as described above,

To formally define the problem, the concept of & *Latin
Square” is inroduced. An & x N Latin Square is flled with W
distinct elements such thar no two clements in the same row
or column are the same, This is seen o correspond o a wave-
length assignment at a node such that wavelength utilization is
maxmmum, A& partinl Lagn Square is one in which not all
entries are present but those that are present obey the con-
srraint above. This represents o node at which some lightpaths
have already been assigned wavelengths. Thus for achieving
maximum wavelengh urilization, a routing and wavelength
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assignment algorithm would have to ensure thar the solution
resulis in & wavelength assignment at ench node that is as close
as possible to a full Laein Square. The algonthm can start with
o partinl Latin Square ar each nerwork node and proceed o
fill them by routing and assigning wavelengiths 1o Hghtpaths
such that this goal s achieved. The initial partal Latin Square
at each node will normally be completely empty, or some
entries may be prefilled if some of the lghtpath routing or
wavelength assignments are constrained by some factor outside
the scope of this problem. It is remarked thar nor all partial
Lann Squares can be completed into full Latin Squases, and
deciding whether o given partial Latin Square can be com-
pleted s an WP-complete problem.

Two heurisie algorithms are presented to complete partial
Latin Squares at individual nerwork nodes, and then a scheme
1 specified 1o use these in combination to solve the lightpath
routing and wavelengeh sssignment problem at the nerwork
lewel. The first algorithm s based on backiracking. To reduce
the number of backiracking steps, the concept of a degree of
freedom is introduced for each eniry in a pardal Latin Square.
For an empty entry, the degree of freedom is the number of
different values that can be asssggned to that entry thar would
still resalt in @ partial Latin Square, while the degree of free-
dom is zero for an entry that already has a value assigned to
it, The algorithm iteratively assigns values o empty entries,
each time assigning & value to the empty entry with the least
degree of freedom, and assigning the particular value that
would result in the minimum reduction of the ol degree of
freedom of other entries in the same row or the same column.
If an empiy entry is seen 1o have o degree of freedom of zero, the
algorithm backirmicks to the last entry and assigns a different
value, The algorithm verminates when all entries are assigned
values or it B known thar the square canmot be completed. As
wurst this corresponds to an exhaustive search. The second algo-
rithm is based on converting the problem into an edge coloring
problem in a bipartite graph, but with this algorithm the solubon
may violate the wavelength continuity constraing; that is, the WH
must have wavelength comversion capability.

When routing a Hghtpath over the network nodes and
sssigning a wavelength, there may be no routing that albows
the lightpath to occupy the entry with the minimum degree of
frecdom at each mtermediate node, Thus the scheme for the
overnll problem ar the network level brvolves o search for the &
best shortest routes for each Hphtpath, then picking the one
with the minimum rotal degree of freedom over each interme-
diate node. Similarly the wavelength is sssigned by choosing &
vitlue that results in the minimum reduction of the woal degree
of freedom over each intermedinte node. A remark i made
the effect thar the goal &5 10 maximize the raffic curried m one
logical hop. Mo further deil i provided & o how 0 sucees-
sively choose Bghtpaths for routing and wavelength assignment.

Randomized rounding and graph coloring: In [1], the
virtual topaslogy is assumed o be given in terms of a lst of lighe-
of the problem, The ghtpath routing and wavelength sssignment
subproblems are addressed. The wraffic pattern in the meowork is
not comsidered, and it may be sssumed thar this was wken into
consideration when obtaining the set of ghtpaths, so that each
lightpath carries traffic nearly to its capacity. Thus lightpaths
themselves are used as units of waffc and congestion,

The lightpath routing problem & formulated in terms of



lightpath traffic as a multiceommodity flow problem thar s
knowm to be MP-complete. It is suggested that the problem
size cun be reduced considerably by customizing the formulation
for each instance of the problem, i terms only of the Light-
paths that are given, and also by pruning the search tree by
assurning that the optimal routing of a lghtpath can always be
found among a few alternate shortest path routing of the light-
path on the physical ropology. The integer constrainis of the
formulation may also be relaxed.

The techmique of randomized rounding & osed o5 a
hewristic algorithm o determine hightpath routing. The goal &
to minimize the number of wovelengths needed 1o esablsh all
the lightpaths. First, the mteger constraints on the fows repre-
senting lighepaths are relaxed, cresting o non-integral mult-
commuodity fiow problem, and this is solved by some Hnear
programming method, Then, o phase called path stripping is
carried out, in which o set of posible paths s created for each
lightpath. Successive paths for the commodity representing
that Hghtpath are found from among the links that carry any
part of the flow of that commodity in the solution to the
relaxed fiow problem. Each path is given a weight equal to the
minimum fraction of the commaodity carred by a link o the
path, and this minimum value is subtracted from each link par-
ticipating in the path. Once the set of paths has been obtained
for all the lightpaths, a single path is chosen for each lightpath
randomly, using the weights assigned dunng path stoppmg.

The wavelength assignment is presented as a separate sub-
problem omce the lightpath routing has been cartied our. A
transformation of this problem o a graph coloring problem
which is knvown to be NP-complet is specified, An efficient well-
known sequential graph coloring algorithm called smallest-last
coloring is specified as the chosen method due 1o s simphicity.

The study emplovs known heuristic methods with provably
good characteristics to address the lightpath routing and
wavelength assignment problems. It may be noted that [1]
demonstrates the use of the algorithms spectfied for dynamic
a8 well a8 stanc lightpath establishment.

Arbitrary Topologies: There are various studies pro-
posing heuristic methods for arbivrary virmual topologies.
These studies address the virtual topology subproblem itself,
as well as some or all of the subsequent subproblems of virnsal
opology design. Most of these methods take into sccount the
effect of the network wafflc pattern, since arbitrary virtual
topologies are wsually called for in response to non-uniform
traffic patterns and bregular physical wpoelogies. Some of the
heuristics proposed are similar to each other. In this section
we discuss such heuristic approaches.

In [20], the problem is looked upon as the esablishment
af an optical connectbon graph over 8 WAN based on the avernge
traffic demand, and then using demand based routing on this
connection graph, that is, dynamie virmual cireaits, which allocane
whole lightpaths at a thme, The connection graph subproblem
presented & therefore identical 1o the first three subproblems
of the virtual 1opology problem as presented in Section 3.2,
The problem &5 formulated a3 a nonlinear integer program-=
ming problem, and an approdmate decomposition is presented.
The hewristic algorithm is then presented, which is based on
a gresdy approach. The algorthm teratively atempts 1o create
as many Hghtpaths as possible using each wavelength without
violating the wavelength clash and continuity constraints
Lightpaths arc sssigned beoween source-destination  node

pairs in descending order of the amount of average affic
flowing between them, which favors one logical hop traffic. By
assigning @ wavelength 1w as many lightpaths as possible
before going on to the next wavelength, the amempt s made
to utilize the number of wavelengths used for a4 maximum
number of lightpaths. Only a predefined number of wave-
lengihs can be used, and the algorithm rerminates when no
more lightpaths can be set up using these wavelengihs The
authors remark that there B no guarantee that the vartual
topology obtained would be connected. To allow the routing
of traffic from any node (0 any other on thas topology, the sug-
gestion is made that the procedure be stopped when one
wavelength still remains, end then this wavelength be used o
connect any disconnected subnetworks that may have been
formed before using it to form any other hghtpaths thar may
be possible. The study goes on to describe o routing scheme
that dynamically allocates and deallocates these lighipaths on
demand, but this is ootside the scope of this survey,

Severnl different heuristics are presented in [17], The first
one is simply called “heuristic logical topology design algo-
rithm™, and it also attempts to create lightpaths berween
nodes in order of decremsng traffic demands. A nerwork
degree is assumed 1o be given os part of the problem. Bach
lightpath is established between the nodes that have the max-
imum amount of traffic between them that is not afready carried
by some lightpath, provided wavelength clash, continuity, and
degree constraints are obeyed, If all traffic is accounted for but
each node does not have the required degree, the rest of the
lightpaths are placed ot random obeying the consmraints. A
muodified version of this heuristic is also presented that s only
applicable if the logical degree is greater than the physical
degree, In this algorithm, a pair of lightpaths in opposite
directions is initially set up for each physical edge, then the
original algorithm is exactly followed. This ensures that traffic
can always be routed on the shortest physical path berween
any two nodes and hence can satisfy any physically realizable
delay constraints, Another heuristic depends on the iterative
bound developed in this study by relaxing the MILP formula-
tion s described in Section 3.2.2. The higher values of the
lightpath indicator verisbles are taken to represent actual
lightpaths and the lower values are discarded, obeving the
degree constraints, yelding o wirmual wopology. Finally, a
heuristic is presented thar does not take into scoount the raffic
pattern ot all, but concentrates on crearng lightpaths that use
only a few physical edges, since this should conserve wave-
lengtha. Thus the heuristic first creates lightpaths between all
nodes that are one physical hop apart, then between all nodes
that are two physical hops apart, and so on, while the degree
constraints are oot volared. Wavelength assipnment algo-
rithms for the last two heoristics are not discussed, and light-
path routing for the LI relaxation algorithm 8 not discussed.

A similar heuristic maximiring one logical hop traffic i
briefly described in [2], but a heuristic with the opposite
objective 15 abo suggested. Since in a virtual opology some
traffic will always be carried in multiple logical hops because
of constraints on number of wavelengths and node degrees; a
heuristc approach must acoount for multhop traffic and not
only concentrate on  maximizing single hop raffic.
Accordingly, this heuristic aims &t maximizing multdhop traffic,
Some results are provided in which the rwo approaches appear
to perform very similarly to cach other, Details of wavelength
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assignment are not discussed.

The study in [3] also suggests that aftempts o maximize
one lngical hop traffic concentrate on the comparatively larger
traffic components, and may cause the smaller traffic compo-
nents v be routed unreasonably and couse congestion on some
physical links, A scheme is presented to avoid this. A complete
bipartite graph is created in which each partition contains all
nodes of the physical topology, The edges are weighted with
traffic demands between corresponding nodes, Each edge
represents the shortest physical path between corresponding
nodes. Now a minimum weighted perfect matching is ideni-
fied and the corresponding edges are eliminated from this
graph, The traffic carried by the climinated edpes is rerowted
over the least congested of the remaining edges. This is repeated
until the aumber of edges connected o each node has been
reduced from N ot A, the desired logical degree. Now this
graph represents a logical ropology with each edge representing
a lightpath. The lightpath routing and wavelength asignment
can be done arbitrarily and the congestion will be the same, but
a different number of wavelengths will be required, Since min-
tmizing the number of wavelength is known 1o be WP-hard, a
known path-graph based algorithm is specified for path
embedding and wavelength sssignment. This algorithm s
described in literature referred o in [3]. If the number of wave-
lengths is more than the number desired, extra wavelengrhs
may be elminaed by choosing wavelengths that implememt
the least number of lightpathes, and rerouting truffic corried by
those lightpaths along others with least load.

In [10], a heuristic algorithm following the LP relaxation
heuristic from [17], but more complete, is presenved. Afer
rounding the lightpath indicator variables obtained by a suit-
able number of iterations of the LP obtained by relaxing the
exact formulation, the virtual topology subproblem has been
solved, The constraint on the number of physical hops for
lightpaths, which is a part of the exact formulation provided in
[10], may be lost in the relaxation, in the sense that some
lightpaths may be formed with larger number of hops than
was allowed for in the exact formulation. Mow the lightpath
wavelength indicator varinbles are also rounded using a8 spec-
ified rounding algorithm that sets the highest of the altermative
valaes to | and the rest o O, malntatning consistency with the
lightpath indicators as rounded previowsly, This results m a set
of lightpath routings for each lightpath. Then a path of least
resistance is followed for each lightpath from among the pos-
sible choice of paths to pick the routing for the Lightpath, T
appears that backtracking may be necessary af this stage, Al
the end of this stage, a tentative wavelength sssignment is also
ofstaimed, but this assignment may not be free of clash. The
lnst stage of the procedure 5 W resolve wavelength clashes.
Diifferent approaches to this are discussed @ [10], and the one
specified involves coloring a path-graph by fArst listing nosdes
in order of decreasing degree, removing one node each tme,
and then sequentially assigning the first available free color to
the nodes in this order. A remark is made thar the resules
obtained using the other approaches specified are similar, This
results i o woavelength assignment on the original virmal
topology. It appears that the bound on the number of wave-
lengths, which is part of the exact formulation provided, may
not be strictly obeyed by the final solution obtamed by fol-
lowing this procedure.
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4 RELATED APPROACHES

In this secton we discuss some techmigques and algo-
rithms that are different from those described in Section
3.2.3, bur thar are related to the problem of virtual topology
design for wavelength routed networks,

Incremental benefit analysis: [n [15), a study of the
mcremental benefits of introducing 8 virmual opology over
optical WANs is undertaken, Several simplifying assumptions
such as infinite buffers and adequate number of wavelengths
are made. The authors obtained datn regarding the traffic par-
term in the T1 NSFNET backbone network, The data were
collected in January 1992, At that time, the NSFNET back-
bone wied optical fibers as physical medium, bur only as T1
links, without the use of either WDM or wavelength routing.
This data serve to establish the pattern of traffic only, that is,
the proportion of total raffic in the network flowmg between
each source-destination nods pair.

The goal of implementing techniques such as WDM or
virtual topolegies in such a network would be to scale up this
traffic pattern. Thus we would like to increase the overall raffic
flowing in the network without changing the relative quantitics
of different source-destination traffic. This is the equivalent of
designing a virtual topology for minimum congestion as we
discussed before, The pattern is scaled up in three different
ways. First, the method of flow deviation i used to scale up
the raffic panern without the we of either WDM or wave-
length rouning, bur merely by routing walfic efficenty. This
serves as the baseline with which to compare scaleup benefins
obtained with the use of the other two techniques. A maximum
scaleup factor of 4% was observed. This scheme wses two light-
paths in sach direction corresponding o each fiber, and is
thus equivalent to a virtual topology that is the same as the
physical topology, with a single wavelength,

The second scheme uses WM, but no wavelength routing.
Iﬂﬂ'ﬁhﬂn‘nrdl,ﬂ:hﬁherm.m:-mnmbutmﬂﬁph
point-to-point lightpaths, but there are no lightpaths spanning
more than one physical link, The nodal degree was limived to
4 and lightpaths were added by inspection. The best scaleap
factor was now ohserved o be 57,

The last scheme applies wavelength routing as well as
WM, to implement arbitrary lighrpaths and wirtual topolo-
gies, though it appears thar the virmual topologies are all chosen
to be hypercubes. Simulared snnesling ss discussed previously
i [15] was applied to find the best possible virmual topologies
in terms of scaleup. The maximum scaleup factor was
observed to be 106,

It was noted that the average packer delay, as well as prop-
agation delay and gueueing delay, both of which were mod-
eled, increased somewhar owver the three schemes, However,
the mvernge number of loghcal hops decreased. The most dra-
matic result is in the increase of the scaleup factor, and the
link utilization, which went from 32% and 23% in the minimuom
lnaded link in the first two schemes 10 71% i the last one,
while the maximum link load remained #9% in all three
schemes. Thus this analysiss provides demonsimation of the

benefits of Implementing a virmal topology, as well as the
incremenial natare in which it may be undertaken.



Limited conversion: The motivation for the study pre-
sented in [16] s the lower cost associated with limited con-
version of wavelengths at wavelength routers as opposed w
full conversion, as we remarked in Section 2, In this study,
some terms related w Embted conversion are first defined.
Theoretical results are derived regarding the virmual topologies
that networks with limited conversions can support. A net-
work node 15 said to have a wavelength degree k if each wave-
length ar an input port can be switched to one of 8 maximum
of & wavelengths ar the output port. Mot all wavelengths may
be switchable 1o k different wavelengths, In terms of our carlier
terminology, full wavelength conversion would correspond o
o wavelength degree of W) with every wavelength switchable
to every other, and fixed and no wavelength conversions
would both be represented by o wavelength degree of 1. The
st of lightpaths o be established, in terms of therr source and
destinatvon nodes, as well as the roure w be followed, are
amuined to be given. Thus the wavelength assignment sub-
problem is the focus of this study. Several results are obained
in theoretical erms about ring networks with specific wave-
length conversion capabilities, For example, it is shown that a
ring network with full wavelength conversion capability at one
node and no wavelength conversion at the others can be used
o assign clash-free wavelengths to any set of lightpaths, as
long a4 the masgmum number of lightpaths assigned a path
over @ single phiyaical lnk s no more than W (which is o physical
bound). A similar result is also derived with a ring network: that
has two nodes of wavelength degree 2, and no wavelength con-
version ot the others. All these results are followed by construc-
tive proofs rather than simply existence proofs, so that & bhueprin:
is provided for the setual construction of such ring networks.

Similar results are derived for more generul physical net-
work topologies. In particular, results are derived about a star
nerwork where limited wavelength conversion is only
emploved at the single hub node. There is a corollary that can
be used to extend this result to arbitrary wpologies, with the
{eomewhat severe but not entirely unressonable) restriction
thar the number of physical hops 18 no more than 2 for any
kightpath in the virtual mopology. A result remaoving this restric-
rion for the case of physical topobogies in the form of specially
constructed tree networks B stated but no constructive prood
is supplied. It is stated that a proof is possible, but &t & not
mentioned whether the proof is constructive,

All the results in this study are exsct and none depend on
hewristic methads. [t is not entirely clear how to integrate this
with heuristic techmiques, which can solve other subproblems,
of how to extend this work to arbitrary topologics, but the
isswe of limited wavelength conversion capabilities would
appear o be worth further investigation.

Traffic grooming: As we have remarked in Section 1,
each lightpath has & high bandwidth and this bandwidth may
not be possible 1o be wiilized by single uwsers. Lightpaths must
be viewed as transport channels in the backbone network,
which traffic from multiple user applications is multipbexed in
by access nerworks. In o sense, this is the justification for
imcluding the traffic routing subprobbem in the virtual opology
design problem, since traffic for individual applications must
be roured onto the virtual topology provided, so thar Hght-
paths carry wraffic obeained by aggregating lower speed traffic
streams. The rraffic foutng subproblem may also be viewed as
including this multiplexing problem, though we have not

wicwed it this way in our discussion so far,

The study in [7] & motvaied by considerstion of this
issue. The pattern of multiplexing affic onio Hghtpaths
affects the efficiency of optical forwarding of information
through wavelength routers, since all information in an entire
lightpath will need o undergo electro-opte conversion and
electronic routing at an intermediate node if even one lower
speed traffic stream from that lightpath has o be wrminated
at the ntermediate node. Thus, tmific has w be “groomed”,
or efficiently multuplexed onto lightpaths, based on this con-
sideration, In additon, it is recognized that the manner in
which such grooming is done will kave an effect on the cost of
the network in terms of the number of ransceivers thar mus
be placed as part of the add-drop multiplexers and wavelength
routers & each node, which loosely corresponds to the logical
degree of the node as previously defined. I is suggested tha
this & o dominant cost in the neowork, in addition 1w the number
of wavelengths used and the average number of physical hops
in lightpaths. These latter metrics are the only ones thar have
been largely addressed in most studies on wavelength routed
optical networks to date,

Only some of the msues rmised by these considerations are
addressed in |7]. Bing architectures are considered for the
physical topology since rings are expected to be of more mter-
est in optical nepworks in the near future due o availability of
ring-type protocols and architectures. Severnl different ring
architectures are specified. In terms of our earlier rerminology,
one of these implements the physical topology as the virrual
wpelogy, and another mmplements o fully connected virtual
wpalogy, that &, 4 lightpath between every node pair with raffic
berween them. The other ning architectures proposed imple-
ment specific virtuil topologies, The rng architectures are
compared on the basis of results derived regarding the average
number of transcevers at the nodes, number of wavelengths,
and average number of physical hops. These parnmeters
reflect the suitability of these architecrures for traffic grooming.
The conditions of traffic (such as static or dynamic, uniform
ar non-uniform), under which the different architectures are
mst useful, are derived, Actual methods of sssigning the rraffic
multiplexing are not discussed. Similar issues arsing in arbi-
trary physical topologies and extension to actual grooming
methods would appear to be areas worth further mvestigation.

Generalized Hghipaths: In [19], the concept of a light-
path s genemalized into that of & lighoree, which, ke a light-
peath, 15 a clear channel implemented with a single wavelength
with a given sourcs node. But unlike the lghtpath, a lightires
has multiple destination nodes; thus & lighnree is a point-to-
multipoint channel. The physical links implementing a light-
tree form a ree rather than a path m the physical wpology,
hence the name. The points that are emphasized in this study
are the following. A lighttree s a more generl represeniation
of a lightpath, hence the set of virtual ropologics that can be
implemented wsing lighuress 5 a superset of the virtual
topolegies that can be implemented only using lightpaths.
Thus for any given virtual topology problem, an oprimal solu-
tion using lighnrees is guaranteed to be at least as good and
possibly an improvement over the opimal solution obiined
using only lightpaths. Another anractive fearure of lightrees is
the inherent capability for optical multicasting. The current
stusdy refers to only unicast and broadeast rraffic problems and
identifies the multicast problem as an area of ongoing study.
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An llustrative example i given, and the mathematical formu-
lnivon of the problem is outlined. Optical switch architectures
mvolbved in networks based on lighttrees are also reviewed.

Ma pointed our previously, the optimal selution usmg a
maore genernl construct is certamn o impeove on the oprimal
solution with o less general one. However, a8 we already know,
optimal solutions are not practically obiainable, and with a
mare general construct and hence a much larger search space
this is going to be even more true, Heuristic solutions will have
to be designed o obtain good solutions, and must be wilored
to suit the larger search space. Winth unicas wraffic problems,
the lighttree approach trades off more bandwidth to further
mmprove delay, congestion, and physical hop characteristics
than the lightpath approach, This is the wade-off we men-
tioned in Section 1.The challenge in this case will be to design
hewristics that can cope with the ncreased complexity of the
problem and yet produce solutions in which a good trade-off
is achieved. This appears 1o be an area worth further investi-
ERtion.

5 RECONFIGURABILITY CONSIDERATIONS

As we have already remarked, the problem of reconfigur-
ing & network from one virtual topology to another i o related
problem o virtual wpology design. Two possible approaches to
this problem are discussed in this section.

5.1 CosT APPROACH

In this approach, it B smsumed that the current virtual
topalogy as well as the new virtual topology that the network
must be reconfigured to are known, together with the physical
topology derails. The concern i to minimize the cost of the
reconfiguration. The cost can be expressed in terms of the
pumber of wavelength rourers that need to have their optical
switching reprogrammesd, or the total aumber of optical
switchings that need to be changed o implement the new
pince they reflect the amount of tme the network must be
taken off line 1o make the changes, as well as the reprogram-
ming effort for the reconfiguration. Other similar metrics may
also be applicable, It may be the case that the nerwork cannot
be mken off line of all, but that a succession of inermediate
virtual topologies have to be designed w eliminare single, or
groups of, routers that can be reconfigured and put back in
operation. Much more complicated metrics reflecting total
time taken to reconfigure as well & the effort (o redesign the
intermedinte topologies need to be developed in this case,

We have not found any study of these reconfiguration
problems in the kiterature for wavelength routed WAMNS,
though smidies involving the reconfiguration of virtual topologies
for broadcast LANs exist, as detailed in the survey of related
Heerature carried out in [11]. Thess studies involve Hak-
exchange and branch-exchange techniques o minimize the
cost of converting onc virtual topology inte another, and stmilar
methods may be possible to exploit for the wavelength routed
nerwork, which are the topic of this survey.
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5.2 OPTIMIZATION APPROACH

Another approach is to assume that only the current vir-
tual ropology is given, together with the changed traffic pattern
and'or physical topology that makes reconfiguration neces-
sary. This is the approach taken in [2]. The reconfiguration
algorithm proposed in [2] involves solving the new virtusl
topology problem on i own without reference to the current
wirtual topology to obtain a new optimal solution, with & new
optimal value for the objective function that is noted. The vie-
uﬂh:upﬂhﬂﬂnin]pfqbl:mhﬂtﬂrﬂﬂmummm
sdditional conastraint that constrains the old obvective funcrion
1o this noted value, and a new objective function that immales
minimizing the number of lightpaths that must be either
added or removed,

While this method s guaranteed o find a solution that
resubts in a wirtual topology that is optimal for the new condi-
tHons, it does not achieve & balance berween finding an optimal
new virnual topology and one that involves as little change
from the old one as possible. It is posmible that & very costly
reconfiguration will be undertsken for only & slight gain in
network performance. More balanced formulations of this
problem may be possible, and heuristics designed on such for-
miulations are likely o perform better in practice,

& CONCLUDING REMARKS

As we have seen, the problem of virmal topology design
for wide area wavelength routed optical networks covers a
considerable ares, and many spprosches to this and related
problems have been mken in the literature, It is not exsy of
wieful to amempt w compare results from the different
approaches. In conclusion, we summarize the approaches
taken to this problem and qualitative results obtained in the
literature.

Virtual topology design over a wide area wavelength rout-
ed opcal WDM network is an amempt 1o use the best of both
the optical and electronic world, In wide area backbone net-
works, the lightpaths of o virmal topology are et up o trade
off the ample bandwidth available in the fiber with the electro-
optic conversion and clectronic processing time at imtermedi-
pre nodes. Studies have been made regarding the benefit
obtmined by using a virtual topology over using the same fiber
network without WDM, or with WDM but ne wavelength
routing. These smudies indicate that using virtual topologies
can improve petwork charscteristics, and virnual topobogy
design is an important research area.

We have seen thar the usual goals of wirtual wpology
design are 1o improve some network performance measure
such a8 congestion. Exact formulations of the problem are
available in the literature, but they are known 1o be, or con-
jectured o be, computationally intractable, so heuristics for
determining and implementing a virtual wopology have been
proposed. Mosr heuristics attempt o address parts of the
problem rather than the whole, by decomposing the problem
approximately into subproblems. Heuristie solutions have
been proposed that provide tractable approscimate solutions. o
the subproblems. Studies have been undertaken to determine
which of several alternartive heuristics can be expected to work
berter under different given network and traffic conditions.
Heuristics have also been developed for special cases of net-
work topology and theoretical results have been derived for

such special cases.



Virtual topology design is a growing research aren, New
areas of investigntion hove been suggested and explored m the
literature. These include extending results obtained for special
cases to broader context, and extending the freedom allowed
in formulsting the problem o ke advantage of mmproving
equipment capabilities. It is expected that many new results
will be obimined in this field of research in the fubare.
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