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Abstract—Flexi-grid elastic optical networks (EONSs)
provide a promising infrastructure for meeting the high-
bandwidth and low-latency requirements of interconnect-
ing datacenters. Since failures of high-capacity fiber links
prevent users from accessing cloud services and lead to
large amounts of data loss, much recent research has fo-
cused on inter-datacenter network failure recovery. In this
paper, we build upon software-defined networking (SDN)
technology and develop a fast restoration strategy with
triggered precomputation (FR-TP) that achieves fast fail-
ure recovery with minimal resource overhead. Our work
makes several contributions. We extend the controller func-
tionality and OpenFlow protocol for software-defined elas-
tic optical inter-datacenter network architectures, so as to
obtain the global network state information quickly and
accurately. We then present the FR-TP strategy and an
associated trigger mechanism to compute backup paths
before a link failure occurs. Furthermore, to improve the
efficiency of path computation and bandwidth resource
assignment, we construct a layered auxiliary graph of
spectrum window planes (SWP-LAG) using a residual
capacity matrix to change dynamically the width of the
spectrum window planes (SWPs) to satisfy different service
requests. Simulation results demonstrate that, compared
with existing restoration strategies, the proposed FR-TP
strategy combined with SWP-LAG reduces the recovery
time by up to 30.4% in the network topologies studied
without increasing the blocking probability.

Index Terms—Elastic optical networks (EONs); Inter-
datacenter; Layered auxiliary graph; Restoration; Software
defined networking; Triggered precomputation.

I. INTRODUCTION

W ith the rapid development of cloud services, such as
cloud computing, big data, and high definition video
streaming, the datacenter, as an important carrier provid-
ing the capacity of information storage and processing,
has become the core infrastructure to support the next
generation of Internet technology. Meanwhile, the vast
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amounts of datacenter services interacting among multi-
datacenters (multi-DCs) often show high-burstiness and
high-bandwidth characteristics. In addition, the informa-
tion flow among datacenters grows continually, so that the
demand for high-performance communication among mas-
sive datacenters becomes more prominent [1,2]. However,
the traditional interconnected datacenter network in
which electrical switching is the core technology meets
technical bottlenecks in terms of bandwidth capacity, en-
ergy consumption, and transmission distance. Therefore,
optical interconnected-datacenters (inter-DCs) provides
one of the key technologies to satisfy the requirements of
large-scale datacenter networking with the advantages
of large capacity, high bandwidth, and low latency.

As shown in [3], datacenter networks interconnected by
high-speed optical networks are growing at an immense
rate. For the diversity and point-to-content characteristics
of datacenter services, they urgently need optical network
transport to provide flexibility, speed, and high-level qual-
ity of service (QoS) [4]. The emerging flexible-grid elastic
optical networks utilize bandwidth variable transponders
(BV-Ts) and wavelength selective switches (BV-WSSs) that
operate on a series of spectrally contiguous frequency slots
(F'Ss) to set up lightpaths. What is more, EONs can provide
optical connectivity for a large variety of bandwidth
requests ranging from 1 Gbps to 1 Tbps, so EONs have
evolved as next-generation optical networks with finer
granularity (e.g., 12.5 or 6.25 GHz) [5,6]. Since these
FSs have much narrower bandwidth than conventional
wavelength channels, EONs can provision bandwidth
adaptively according to actual traffic demands. Hence,
the EON is a crucial physical infrastructure to enable
communication between large-scale servers and forms
the foundation of network storage and computation [7].

However, as the main carrier of data services, the capac-
ity of a single fiber in EONs has been improved to Pb/s [8].
Therefore, any one link failure in inter-datacenter net-
works interconnected by EONs will result in a huge
amount of data loss. To this end, it is crucial to study
and design efficient network control architecture and fail-
ure recovery mechanisms for elastic optical inter-datacen-
ter networks. Recently, as a promising centralized control
architecture, software-defined networking (SDN) based on
OpenFlow (OF) protocol has gained popularity by support-
ing programmability of datacenter and network functional-
ities [9,10], which can provide maximum flexibility for the
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operators, make a unified control over various resources,
and abstract them as a unified interface for the joint opti-
mization of functions and services with a global view
[11,12]. Compared with generalized multiprotocol label
switching (GMPLS), SDN centralizes intelligent control
functions into a controller by abstracting a control plane
away from the data plane. It can enable flexible control
of network traffic and provides an innovative platform
for network applications. A number of studies have been
carried out in recent years, and OF extensions have been
developed to implement elastic optical networks in SDN
architecture, demonstrating the extensibility of the SDN
framework [13,14]. However, only a few of them deal with
network reliability (e.g., protection and restoration) since
OF was originally designed for supporting packet switch-
ing only [15]. Therefore, if a proper recovery mechanism
can be implemented into the SDN architecture, a more
reliable network would be realized.

To this end, we propose a novel fast restoration strategy
with triggered precomputation (FR-TP) for software-
defined elastic optical inter-datacenter networks in this pa-
per. The strategy can achieve intelligent precomputation
failure management by extending the SDN architecture
that orients elastic optical inter-datacenter networks.
Our theoretical analysis and simulation results indicate
that the proposed FR-TP can provide instant recovery time,
low blocking probability (BP), and high resource utiliza-
tion. The main contributions of this work are as follows.

e To the best of our knowledge, this is the first work to pro-
vide the triggered precomputation of a restoration path
before a link failure occurs in software-defined elastic
optical inter-datacenter networks.

e We redesign the software-defined elastic optical inter-
datacenter network architecture by extending OF proto-
col and functionality of the controller for datacenter
application requests.

e We establish a SWP-LAG that can dynamically
change the width of SWP through a residual capacity
matrix to satisfy different sizes of service requests.
Meanwhile, we design a distance-adaptive one-step
dynamic routing and spectrum allocation (DRSA)
scheme based on SWP-LAG.

Under the background of software-defined EONs, we pro-
vide detailed analysis and comparison of FR-TP and
other strategies in terms of BP, resource occupation rate,
failure restoration ratio (FRR), and recovery time. Then
we prove that FR-TP can not only achieve extremely fast
recovery, but also guarantee the actual availability of the
required resources after link failure occurs.

e We perform and simulate a software-defined elastic
optical inter-datacenter network testbed, which we built
with Mininet + Floodlight and C++ tools.

The rest of this paper is organized as follows. Section II
summarizes related work. In Section III, we design the
software-defined elastic optical inter-datacenter network
architecture and extend the OF controller to support the
proposed strategy. In Section IV, the FR-TP strategy is
proposed for datacenter services under this control
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architecture. Section V introduces a distance-adaptive
DRSA (DA-DRSA) heuristic algorithm based on the
SWP-LAG model. Numeric results and analysis are given
in Section VI. Finally, Section VII concludes the paper and
presents some future work.

II. RELATED WORK

According to whether the backup resource is reserved for
link failure, the failure management for elastic optical net-
works could be divided into two categories: protection and
restoration. Compared with protection strategies, restora-
tion strategies have higher resource utilization rates and
lower BP because the restoration need not reserve backup
resources before the failure occurs. According to the resto-
ration path calculated before or after the failure occurs, we
further separate the restoration technologies into reactive
restoration and proactive restoration. Reactive restoration
calculates a restoration path after the failure occurs, but
proactive restoration calculates a restoration path in the
way of precomputation before the failure occurs. So far, sev-
eral studies have been concerned with reactive restoration
strategies for failure services in software-defined EONs. In
[16], a novel multi-stratum resource resilience (MSRR) ar-
chitecture is proposed for datacenter services in software-
defined datacenter interconnection based on IP over
EON, which effectively improves resource utilization.
However, due to the recovery routing algorithm performed
in the IP layer, it leads to high delay of failure recovery.
Reference [17] presents OF-enabled dynamic restoration
in EONs, detailing the restoration framework and algo-
rithm, OF protocol extensions, and analyzing the restora-
tion performance via experimental validation. Reference
[18] presents a proof-of-concept demonstration of OF-
controlled dynamic recovery for only one failed connection
on a real EON testbed employing a flexible transmitter
(Tx) and receiver (Rx). The authors of [19] proposed a fast
OF-based restoration scheme to minimize the parallel
hardware configuration delay. However, physical impair-
ments in the network are not considered. Reference [20]
investigates OF-based dynamic lightpath restoration in
EONSs by considering physical layer impairments, modula-
tion formats, or even bandwidth squeezed restoration. In
[21], a novel reactive restoration strategy called SDN-ind
is proposed. This reactive restoration strategy skillfully
leverages the controller to trigger an independent OF com-
munication after each backup path computation. It makes
each optical switch traversed by the backup path config-
ured in parallel, which greatly improves the recovery time.
However, these strategies do not consider the problem that
the calculation time of the rerouting accounts for a larger
proportion of the total recovery time. In [22], a proactive
restoration strategy is addressed to reduce the calculation
time of the rerouting procedure during the restoration
scheme. However, in the distributed network based on
GMPLS control technology, the precomputation is achieved
through interworking with a large number of control
signals among the nodes, and the transmission of these sig-
nals will consume a large amount of network resources. In
elastic optical inter-datacenter networks, the proactive
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restoration strategy precomputes the restoration path by
leveraging SDN technology, occupying only a small part
of the computing resources of the OF controller. In addition,
the SDN controller can quickly and accurately converge the
network state information with a global view and configure
the network nodes in parallel. The main feature of SDN in
support of restoration is its inherent capability of configur-
ing several elements (e.g., BV-Ts and BV-WSSs) in parallel,
thus reducing the total configuration time. Thus, the
performance for a proactive restoration strategy based
on SDN control technology may be superior.

In light of the above, there is a growing requirement to
address the trade-off problem between recovery time and
resource overhead. However, the solution of this issue is
closely related to routing and spectrum allocation (RSA).
Especially during the restoration process, RSA is an impor-
tant factor that directly affects the restoration success
probability, resource utilization, and recovery time. In ad-
dition, the spectrum allocation in EONs needs to ensure
two constraints that increase the difficulty of RSA. The
two constraints are as follows: (1) the spectrum continuity
constraint, i.e., the optical path must use the same spec-
trum block for the optical network without spectrum
conversion capability; and (2) the spectrum contiguity con-
straint, which requires the allocated spectrum to be chosen
from contiguous subcarrier frequency slots in the frequency
domain on each link. Therefore, it is necessary to design
an efficient RSA to optimize network resources. In [23],
a dynamic multi-path provisioning algorithm for EONs
is proposed. The algorithm tries to set up dynamic connec-
tions with multi-path provisioning, which reduces the BP.
However, this algorithm may over-reserve bandwidth. In
[24,25], a distance-adaptive spectrum allocation algorithm
is proposed, which is proved to use the least amount of re-
sources and attain high spectrum efficiency. Moreover, in
[26] the RSA problem is divided into two phases: a routing
and modulation level phase and a spectrum allocation
phase, and they are solved one by one. However, when they
finish computation of the path, they cannot guarantee
whether the spectrum slots on the calculated path are
available and whether the selected modulation from
24QAM to BPSK is optimal. From the discussion above,
we can find that most of the previous studies are targeted
for two-step RSAs, which can satisfy neither the spectrum
availability nor the two constraints of EONs when imple-
menting routing. To solve these issues, in this work, we
provide a promising dynamic RSA of datacenter services
by designing an efficient distance-adaptive one-step RSA
scheme based on SWP-LAG. This RSA scheme not only
satisfies the two constraints, it also guarantees the avail-
ability of spectrum.

Our previous work in [27] studies the precomputation-
based restoration path (P-RP). This paper extends the work
in [27] with a restoration-strategy-based triggered precom-
putation (FR-TP), which performs a proactive restoration
strategy that considers the availability guarantee of
recovery resources. Moreover, this paper is still considered
a promising solution for the DRSA of datacenter services by
designing an efficient distance-adaptive one-step DRSA
scheme based on SWP-LAG. We design a novel residual
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capacity matrix for SWP-LAG to dynamically change the
width of SWPs to satisfy different sizes of service requests.

III. NETWORK MODEL

The SDN-based elastic optical inter-datacenter network
architecture is illustrated in Fig. 1. The network is divided
into the control plane and the underlying data plane. The
underlying elastic optical inter-datacenter network is cen-
trally managed by the controller with extended OF proto-
col. To realize the control functionality of the controller, the
network nodes on the underlying data plane should be
composed of an OF protocol agent and an OF-enabled band-
width variable optical switch (OF-BVOS). The OF protocol
agent receives flow table messages from the controller, and
then translates them into the logical language, which the
underlying hardware devices can understand, and then
controls the cross-connection process of the underlying
OF-BVOS. In the case of link failures, the failure detection
module will discover them and deliver the failure informa-
tion to the failure restoration module, which decides to
apply a restoration strategy associated with the optical
network resources. Finally, configuration commands are
issued to complete the restoration in parallel by the con-
troller through the extended OF protocol.

To support the functionalities of the above architecture,
the controller and OF protocol need to be extended. The
datacenter ID is added to the OF protocol and the function-
ality module of the controller is extended, as shown in
Figs. 2 and 3.

A. Functional Module of SDN Controller

The OF controller consists of seven modules, i.e., net-
work abstraction, path computing entity (PCE) and plug-
in, data base module, forward Open API, precomputation
and restoration, failure detection, and Web management.
The responsibilities and interactions among the functional
modules are provided below. The network abstraction
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e Work path
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\ N meeeees
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Fig. 1. Architecture of software-defined elastic optical inter-
datacenter network.
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Fig. 2. Functional module of SDN controller in software-defined
elastic optical inter-datacenter networks.
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Fig. 3. Extensions of OF protocol. (a) The flow table in OF-BVOS.
(b) The extensions of flow entry.

module can abstract the required flexible optical resources,
while the failure detection module interworks the informa-
tion with OF-BVOS periodically to perceive optical networks
through the extended OF protocol. In case of link failures, the
failure detection module discovers them and delivers such
failure information to the triggered precomputation and re-
storation module. Before the link failure occurs in an EON,
the precomputation and restoration module decides to apply
a precomputation strategy associated with the optical net-
work resources. If the precomputed resources are occupied
by newly arrived services, the controller will immediately
enable the precomputation module again to ensure the avail-
ability of the required resources. The PCE module can calcu-
late the working and restoration lightpaths interworking
with the OF protocol agent of the OF-BVOS, where the
various computation strategies are alternative as a plug-
in. The information of paths are conserved into data base
management, and the results of paths are updated.

B. OF Extensions

In each OF-BVOS, a flow table, working as the decision-
making basis, is set up by a series of rules. Each flow table
contains a set of flow entries, which are defined as “Match,”
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“Action,” “Statistics,” “Priority,” “Timeouts,” and “Cookies,”
as shown in Fig. 3(a). An arriving request is compared to
each flow entry in the flow table; if it matches with a
certain flow entry, the exact instruction of that entry will
be executed, otherwise a new entry will be created or the
service request will be dropped. In this way, the controller
gets remote access to handling the service requests. To sat-
isfy the requirement of elastic optical inter-datacenter
networks, we extend the FLOW-MOD message to flow
entry for the current OF protocol, i.e., OF v1.3.

The extension of the match field in flow entry is shown in
Fig. 3(b). The fields “In/Out Port,” “Central Frequency,”
“Spectrum Size,” “Modulation Format,” and “Datacenter
ID” are extended to the “Match” part of flow entry as
the main features in elastic optical inter-datacenter net-
works. The datacenter ID is added to mark different data-
centers and facilitates data center service addressing. The
“Action” part of flow entry, including “Forward,” “Add,”
“Drop,” and “Delete,” are used to set up or release a
lightpath. By means of matching the FLOW-MOD message
to the flow entries, the OF-BVOS can execute the exact
instruction that is ordered by the controller.

IV. FAST-RESTORATION-BASED TRIGGERED
PRECOMPUTATION

The precomputation restoration strategy is proposed to
reduce the high weight of calculation time of the rerouting
procedure during the restoration scheme [22]. However, in
this distributed network, precomputation is achieved
through interworking with a large number of control
signals among the nodes (such as GMPLS), while the trans-
mission of these signals will consume a large amount of
network resources.

A. Triggered Precomputation Before a Failure
Occurs

To effectively reduce the recovery time within a central-
ized control plane in EONs, we leverage SDN technology
to precompute the restoration path based on the model
established in the above section, which occupied just a
small amount CPU computing resources through an extra
opening thread in the controller. Precomputation of a resto-
ration path can be achieved without consuming the trans-
mission resources between nodes. On the other hand, the
SDN controller can quickly and accurately converge the
network state information with a global view and make
the network nodes configured in parallel. The precomputa-
tion restoration strategy, first, precomputes the restoration
path for the delay-sensitive and high-level services
associated with the optical network resources before the
interruption. At the same time, the path information is
stored in the controller. Then, when service is really
interrupted, the controller can directly use the precompu-
tation recovery strategy that is stored in the controller and
allocate the network resources for the interruption of
service. Thus, the restoration route is successfully set up.



28 J. OPT. COMMUN. NETW./VOL. 10, NO. 1/JANUARY 2018

The resources of the precomputed path are calculated
and stored in the controller before the failure occurs, but
no reservation of the “backup resources” is performed until
failure occurs. However, on the one hand, idle resources on
the fiber links face competition under heavy load for the
massive bandwidth requirements of the arriving requests.
The resources on the precomputed restoration path may be
occupied at any time. On the other hand, when disasters
occur, such as earthquake, tsunami disasters, and human
damage, there may be a large number of precomputed fiber
link failures at the same time. Furthermore, in general, the
failure occurrence time cannot be predicted. Therefore,
there is no guarantee that the precomputed resources on
the restoration path are still available under heavy load
or when the failure occurs, so that the failure recovery ratio
cannot be guaranteed. To ensure that the network has a
high restoration success ratio, we design a simple but effec-
tive FR-TP restoration strategy to ensure the availability
of resources on the restoration path. The implementation
procedure of FR-TP restoration strategy is as follows.

First, we precompute the restoration path for the delay-
sensitive and high-level services associated with the optical
network resources before the interruption. Then, we set up
triggered alarm information based on the availability of the
resources on the precomputed restoration path. When the
resources on the precomputed restoration path are occu-
pied by other newly arriving services or the precomputed
paths also fault, the alarm information is triggered and
causes the controller to carry out the precomputation. At
this time, the controller is required to recalculate a resto-
ration route with available resources according to the
updated network state. If the resources on the precom-
puted restoration route have not been occupied all along
by other services, the process will not trigger the alarm
information. Finally, when the working path is really inter-
rupted, the controller can directly use the precomputation
recovery strategy that is stored in the controller and pro-
vision the network resources for the interruption of service.
The FR-TP strategy avoids path computation time during
the recovery process and guarantees the availability of
required resources. Thus, it can effectively reduce the re-
covery time and ensure high recovery success probability.

B. Restoration After a Failure Occurs

When link failures occur in the network, each of them is
detected by the closest OF-BVOS and the information is
sent to the controller by PORT _STATUS messages. The
controller searches for the precomputation restoration
route information stored in the controller. Then, according
to the route information, the controller sends FLOW_MOD
messages labeled with “ADD” and “DELETE” to the source
node. These messages should cover all the affected paths,
which means all the flow entries of the affected paths are
deleted in the source node. Thus, only the available flow
entries remain in the flow table of the source node, and
the packet will be forwarded along the remaining paths.
A few more FLOW_MOD messages are sent to delete
the rest of the useless flow entries in the OF-BVOSs of
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Fig. 4. Precomputation restoration strategy based on SDN
timeline.

all the affected paths. Thus far, a restoration based on
precomputation is accomplished in the software-defined
elastic optical inter-datacenter network. This is a break-
before-make strategy. The interworking procedure for re-
storation based on precomputation, when link failure occurs,
is shown in Fig. 4, where 7, is the time used to upload the
failure information from the failure link node to the control-
ler, Tyearen 1S the time used to query the precomputation rout-
ing strategy stored in the controller, and z; represents the
time used by the controller to send FLOW-MOD messages
labeled with ADD to the nodes of the precomputed paths.
The nodes include the source node, intermediate nodes,
and datacenter node (i.e., destination node). z; represents
the time used by the controller to send FLOW_MOD mes-
sages labeled with “DELETE” to the nodes of the affected
paths, and At is the time interval between when the control-
ler issues the message labeled with “ADD” and the message
labeled with “DELETE”. In general, At > 0.

Hence, the restoration time of the whole restoration
strategy based on precomputation is

tpe = Tps + Tsearch + Max|:(At + Max 7}), Max ri]. (@)

i[l.n] i€[1.n]

The traditional restoration strategy has larger delay,
which is produced mainly by the process of computing
bandwidth, center frequency, and the cross-connection
process between OF-BVOSs. In addition, the procedure
of computing bandwidth and center frequency account
for a large proportion of the restoration time. The restora-
tion strategy based on precomputation can solve the prob-
lem of large delay produced by bandwidth and center
frequency computation.

V. Distance AparTIvE DRSA BASED oN
THE SWP-LAG MODEL

One of the key technologies ensuring high bandwidth
transmission in EONs is RSA. Different from the routing
and wavelength assignment in WDM optical networks,
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the fine granularity of EONs poses new challenges, for
instance, how to satisfy the spectrum continuity and spec-
trum contiguity constraints, how to decrease the influence
of the spectrum fragmentation rate, and how to improve
the resource utilization rate. To address these issues, we
design a new distance-adaptive dynamic RSA with the
SWP-LAG model to improve the success probability and
efficiency of RSA.

A. Layered Auxiliary Graph of Spectrum Window
Plane

Under spectrum continuity and contiguity constraints in
EONSs, to find the route with continuous spectrum resour-
ces, we introduce the Spectrum Window (SW) concept [28]
to implement the one-step RSA algorithm. In the example
of Fig. 5, assume that a fiber has N FSs, and since each
SW is made up of one FS, there are N SWs of a fiber.
Then, based on the concept of SW, another concept called
spectrum window plane (SWP) is defined, which is similar
to the concept of a waveplane [29] in the traditional
WDM network. In a WDM network, each waveplane corre-
sponds to a specific wavelength. Likewise, each SWP cor-
responds to a SW in an EON. Then, we leverage SWP
and the residual capacity matrix of spectrum slots to
build a layered auxiliary graph (LAG) model. For example,
the LAG model of a network topology with 6 nodes and
10 links is shown in Fig. 6. Each SWP corresponds
to a residual capacity matrix Ry, which represents the
usage of spectrum slot resources on each link in the Nth
SWP:

vl U2 e Un
U [ — My min
U2 :
Ry= . R ©))
. - My_1n
U, -

Here, N is a positive integer. The element 1 indicates
that link (i, /) has available spectrum resources; if the value
is 0 that indicates that there are no available spectrum
resources on link (z,j).

Because of the diversity of datacenter services in the
network, different services often need to allocate available
spectrum resources with different bandwidth sizes.
Therefore, the multi-spectrum slot window plane (MSWP)
is built based on SWP. The calculation method of the

i SW..

| L
| LA I I
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|
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ANERE :
SW1

Fig. 5. SWs in a fiber link.
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corresponding residual capacity matrix of SW with a
multi-spectrum slot is

R(évni) = ﬂ

Ne(.é+ny)

RNv (3)

where £ represents the number of starting FSs and n; rep-
resents the number of required FSs for the services.
Finally, we can map out the LAG of the multi-spectrum slot
width according to the residual capacity matrix.

B. Distance-Adaptive Dynamic RSA

The signal of an EON can be transported by different
modulation formats according to the actual transmission
distance of the service. In transparent optical networks,
with each bit increasing in the modulation format, the
transmission distance must be halved to keep the same
level of quality of transmission (QoT) [30], as shown in
Table 1. Hence, the modulation format should be lowered
as the transmission distance of the optical path increases
in order to resist against deterioration. The bandwidth of
each FSis assumed to be 12.5 GHz, and each row shows the
FS capacity and transparent reach of each modulation
format. We consider only four modulation formats, which
are BPSK, QPSK, 8QAM, and 16QAM.

While most requests are anycast requests in inter-
datacenter networks, the destination node of such a re-
quest is not fixed, and any datacenter with the required

TABLE I
PARAMETERS OF MODULATION ForMATS [28]

Modulation Subcarrier Capacity Transparent Reach
Format (Ghit/s) (km)
BPSK 12.5 4000
QPSK 25 2000
8QAM 37.5 1000
16QAM 50 500
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service content could be selected as the destination
node. Here, D is defined as the set of datacenters, and
|D| denotes the total number of datacenters. In this study,
the same application services are stored in all datacenters.
A distance-adaptive modulation scheme based on the
Dijkstra algorithm is used when establishing a connection
request [24]. Any service r can find |D| shortest paths
from the source node to each datacenter with the Dijkstra
algorithm. For a request r(s,d,®), where s, d, and ®
are the source node, destination node, and bandwidth of
service requests in Gbit/s, respectively, the required num-
ber of FSs for a certain modulation format can be easily
computed by

M, = Mod(ZLe), e€R, 4, @)
(0]
n; = Bi 10g2 Mi s (5)

where Mod(-) returns the highest modulation level that
transmission distances can support, L, is the length of each
link, n; is the required FSs, B denotes the size of a F'S when
the modulation is BPSK (B = 12.5 GHz), and M; is the
modulation level being used.

Then, we design a DA-DRSA heuristic algorithm based
on the SWP-LAG model. We use two variables, path and
index, to record the information of the working route
and starting FS index of the working path, respectively.
The details of the DA-DRSA algorithm are introduced in
Algorithm 1.

Algorithm 1: DA-DRSA Algorithm

Input: Network topology G(V, E, D) a set of requests

R = {rl,rz,rg...}, r= I‘(s,d, CD)

Output: path; index, d;

1: for each modulation formation (from 16QAM to BPSK
in Table I) do

2: Calculate the number of required FSs according to
Egs. (4) and (5), namely, the width of SWP;
3: Calculate the residual capacity matrix according to

Eq. (2) for each MSWP;

4: Map out the LAG of MSWP according to the matrix;
5: for each MSWP (from the lowest to highest index) do
6: Use Dijkstra’s algorithm to find a shortest route
Pwi from s to each datacenter d, the total number
is [DJ;
7 Sort the {p,;.i=1,2,...,|D|} based on C in
ascending order;
8: for each {p,;} (from the lowest to the highest
index) do
9: if p,,; is found and the transmission distance of
DPuwi 18 shorter than the transparent reach of the
current M; then
10: if path = NULL then
11: Dwi — path, start index of current
MSWP - index;
12: else
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13: if the hop length of p,,; is smaller than that
of route then
14: DPuwi — path, start index of current
MSWP - index;
15: end if
16: end if
17: else
18: Move to next MSWP;
19: end if
20: end for
21: end for
22: end for
23: if path = NULL then
24: Move to next modulation;
25: end if
26: return (path, index, d)

Figure 7 illustrates an intuitive example of the
DA-DRSA algorithm with SWP-LAG. The service request
is r = (1,6,4), which needs four FSs from source node 1
to destination node 6. First, we adaptively select the
QPSK modulation format according to the transmission,
and the number of required spectra is calculated as two ac-
cording to Eq. (5). Then, we perform RSA in the network
topology of 6-nodes 10-links (n6s10) in Fig. 6. We calculate
the residual capacity matrix for each 2SWP(M=2) from
SWP1 with the lowest index. If the element in the matrix
is 1, it shows that there is a link between the corresponding
nodes. If the element is 0, it shows that there are no avail-
able continuous spectrum slots between the corresponding
nodes and this link should be deleted. Finally, we map out
the LAG of 2SWP according to the matrix, as shown in
Fig. 7. Thus, we can find a routing 1-2-5-6 for r occupying
FS [1,2] in the first 2SWP. The one-step RSA algorithm can
be implemented directly on each 2SWP in the LAG.

VI. SIMULATION ANALYSIS

In this section, to demonstrate that the FR-TP restora-
tion strategy can meet network survivability requirements,
we leverage the Mininet + Floodlight and C++ simulation
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Fig. 8. Network topology: (a) NSFNet and (b) COST239.

tools to build a test platform in the network topology of
NSFNet (14 nodes, 21 links, average node degree is 3)
and the COST239 network (11 nodes, 26 links, average
node degree is 4.73) as shown in Fig. 8. NSFNet has data-
centers at nodes 0, 5, and 8, and the COST239 network has
datacenters at nodes 2, 5, and 8 [31]. We evaluate the per-
formance of the FR-TP strategy under a heavy traffic load
scenario and compare it with the traditional shared-protec-
tion-based SDN (SDN-TSP), SDN-ind, and P-RP in [27].
SDN-TSP is a shared protection strategy sharing multiple
backup resources for multiple working primary paths with-
out bandwidth squeezing, and SDN-TSP has the same da-
tacenters as the FR-TP network model. SDN-ind is from
[21], but only a single-link failure scenario is considered
here. Both SDN-TSP and SDN-ind use a general two-step
RSA algorithm. Assume that there is one pair of bi-direc-
tional fiber on each link, and the available spectrum width
of each fiber is set to 4000 GHz with width of 12.5 GHz. In
this simulation, the flow requests to datacenter nodes are
established with bandwidth randomly distributed from
12.5 to 100 Gbps, and they arrive at the network following
a Poisson process with the arrival rate A. The service hold-
ing time follows a negative exponential distribution with
departure rate u, and the traffic load is A/u (Erlang).
The single node configuration time is about 50 ms, and
the processing time for packets is about 2 ms. These time
parameter settings are the same as those of Ref. [21].

In this paper, three performance indices are considered,
which are BP, FRR, and average recovery time (ART). BP is
the ratio of the number of services rejected by the network
over the number of all the arrival services in the network.
For each failure, FRR is defined as the ratio between the
number of successfully recovered services and the total
number of services affected by the failure; ART refers to
the link failure recovery time, which consists of the failure
detection time and provisioning time of a new path.

The BPs of different strategies for NSFNet and
COST239 can be seen in Fig. 9. First, in both simulation
scenarios, SDN-TSP has the highest BP among the four
strategies due to the resource consumption of the protec-
tion path. In contrast, FR-TP has the lowest BP. That is
because the protection algorithm needs to reserve protec-
tion resources on a backup path for each service in advance,
which occupies many spectrum resources of the network.

FR-TP and P-RP have lower BP than SDN-ind, because
FR-TP and P-RP use a DA-DRSA scheme based on
SWP-LAG, which can transmit the same services with less
spectrum resources. However, the BPs of FR-TP and P-RP
have almost the same performance, although FR-TP has
relatively larger fluctuation than P-RP with increase of
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Fig. 10. FRR: (a) NSFNet and (b) COST239.

traffic load, i.e., FR-TP has better performance than P-RP
under overload. This is because the FR-TP strategy can
guarantee the availability of the required resources on
the precomputed path in a timely manner, so it can avoid
the blocking caused because no “backup resources” are
reserved, especially under high traffic load.

In Fig. 10, the FRRs of different strategies for NSFNet
[Fig. 10(a)] and COST239 [Fig. 10(b)] are presented. As
shown in these figures, the average FRR of SDN-TSP is
100% due to the protection resources reservation on the
backup path for each service, which can support the com-
plete reliability assurance for each working path. Likewise,
the FRRs of three restoration strategies in the COST239
network are higher than those in the NSFNet network be-
cause of the higher network node connectivity. The FRRs of
FR-TP and P-RP have higher values than those of the SDN-
ind scheme, i.e., the former two have better restoration
ability than the latter one. In particular, FR-TP improves
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26.89% of FRR over SDN-ind in NSFNet. This is because
DA-DRSA can achieve better spectrum efficiency by using
fewer spectrum resources to transmit the same services,
which also contributes to the FRR. Then, with increasing
of traffic load, FR-TP has better performance in FRR
compared with P-RP. There are two reasons for this.
(i) In general, the resources are insufficient under high
load, which will hinder successful restoration, while using
the SWP-LAG model to implement RSA can effectively sat-
isfy the spectrum continuity constraint and the spectrum
contiguity constraint, which can reduce spectrum fragmen-
tation to some extent. As a result, more failure services
can be accommodated again. (ii) The FR-P with triggered
precomputation can guarantee the reliability of the resto-
ration path as well as reject the unavailability of required
resources on the restoration path.

Figure 11 depicts the ART under variable traffic load for
NSFNet [Fig. 11(a)] and COST239 [Fig. 11(b)]. The figures
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Fig. 11. ART: (a) NSFNet and (b) COST239.
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show that the recovery time is strongly reduced by the pro-
posed FR-TP strategy. The recovery time of the restoration
scheme depends on the failure detection time, computation
time, and provisioning time of a new restoration path.
Compared with the SDN-ind scheme, since the proposed
P-RP and FR-TP strategies use the precomputation resto-
ration method to effectively reduce the complicated compu-
tation time and optical node pre-configuration, this greatly
reduces the recovery time after the failure occurs. As shown
in Fig. 11, the ART of FR-TP can improve by 30.4% over
SDN-ind under 650 Erlangs in NSFNet, while improvement
is 33.10% in COST239. The ARTs of FR-TP and P-RP have
almost the same performance, but FR-TP has relatively
lower restoration time than the P-RP scheme under over-
load. For example, under 700 Erlangs, the ART of FR-TP im-
proves by 12.9% and 17.62% in both the NSFNet and
COST239 networks, respectively. This is because P-RP can-
not guarantee the availability of the required resources on
the restoration path. At the moment of instantiation of the
restoration path when a link fails, a new restoration path
needs to be computed and then installed if the required
resources are no longer available. Considering the entire
process, the restoration time of P-RP will increase.

VII. CoNCLUSION

In this paper, to guarantee QoS while optimizing capac-
ity efficiency when a lightpath is interrupted, we propose a
fast restoration strategy based on triggered precomputa-
tion in software-defined elastic optical inter-datacenter
networks. The FR-TP strategy can not only avoid the path
computation time, but also guarantees the availability of
the required recovery resources. As a result, we gain better
recovery time and recovery success probability. Meanwhile,
we also propose a SWP-LAG model that performs dynamic
distance-adaptive routing and spectrum allocation for
multi-granularity services. This resource optimization
method effectively achieves one-step DRSA and satisfies
the two constraints of EONs with higher spectrum effi-
ciency and lower blocking probability. Simulation results
indicate that our failure restoration strategy can provide
reliable and fast restoration under an extended OF-based
control plane framework. Compared with SDN-TSP and
SDN-ind, the proposed FR-TP strategy can restore the
interrupted services quickly by using the precomputed
path, with lower network resource overhead.
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