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Abstract—We consider the problem of designing a network of take full advantage of the available bandwidth by eliminating
optical cross-connects (OXCs) to provide end-to-end lightpath ser- the need for per-hop packet forwarding. Such a network consists

vices to large numbers of label switched routers (LSRs). We present ¢ o 1\, mher of optical cross connects (OXCs), arranged in some
a set of heuristic algorithms to address the combined problem of

physical topology design (i.e., determine the number of OXCs re- arbitrary topology, and provides interconnection to a number of
quired and the fiber links among them) and logical topology de- LSRs. Each OXC can switch the optical signal coming in on
sign (i.e., determine the routing and wavelength assignment for the a wavelength of an input fiber link to the same wavelength in
lightpaths among the LSRs). Unlike previous studies which were 5, output fiber link. The OXC may also be equipped with con-

limited to small topologies with a handful of nodes and a few tens of . . . . . .
lightpaths, we have applied our algorithms to networks with hun- verters that permit it to switch the optical signal on an incoming

dreds or thousands of LSRs and with a number of lightpaths that wavelength of an input fiber to any wavelength on an output
is an order of magnitude larger than the number of LSRs. Inorder  fiber link. The main mechanism of transport in such a network

to characterize the performance of our algorithms, we have devel- 5 the lightpath, which is a communication channel established

oped lower bounds which can be computed efficiently. We present .
numerical results for up to 1000 LSRs and for a wide range of between two OXCs or two LSRs and which may span a number

system parameters such as the number of wavelengths per fiber, Of fiber links (physical hops). If no wavelength converters are
the number of transceivers per LSR, and the number of ports per used, a lightpath is associated with the same wavelength on each

OXC. The results indicate that it is possible to build large-scale hop. This is the well-known wavelength continuity constraint.
optical networks with rich connectivity in a cost-effective manner, Using converters, a different wavelength on each hop may be
using relatively few but properly dimensioned OXCs. ! . .
used to create a lightpath. Thus, a lightpath is an end-to-end op-
Index Term_s—Genetic algorit_h_m_s, Iarge-_scalg optical networks, tical connection established between two LSRs.
topology design, wavelength-division multiplexing (WDM). Currently, there is tremendous interest within both the
industry and the research community in optical networks
I. INTRODUCTION of OXCs. The Internet Engineering Task Force (IETF) is

HE wide deployment of point-to-point wavelength-di-mveStigating the use of generalized MPLS (GMPL_S) [2] to set
vision-multiplexing (WDM) transmission systems inup and teardown lightpaths. GMPLS is an extension of MPLS

the Internet infrastructure has enhanced the need for fadfét SuPPorts multiple types of switching, including switching
switching at the core of the network. The corresponding mad2sed on wavelengths usually referred to as multiprotocol
sive increase in network bandwidth due to WDM has occurré@mbda switching(MPAS); therefore, we will also use the
in conjunction with a growing effort to modify the Internett€rm “MPAS network” to refer to an optical network of OXCs.
Protocol to support different levels of quality-of-service (QoSyVith GMPLS, the OXC backbone and the network of LSRs
Label switching routers (LSRs) supporting multiprotocol labé¥ill share common functionality in the control plane, making
switching (MPLS) [1] are being deployed to address these tlopossible to seamlessly integrate OXC backbones within
issues. On one hand, LSRs simplify the forwarding functiothe overall Internet infrastructure. Also, the Optical Domain
thereby making it possible to operate at higher data rat&grvice Interconnection (ODSI) initiative and the Optical
On the other hand, MPLS enables the Internet architectuleiernetworking Forum (OIF) are concerned with the interface
built upon the connectionless Internet Protocol, to behabetween an LSR and the OXC to which it is attached as well
in a connection-oriented fashion that is more conducive &s the interface between OXCs, and have several activities to
supporting QoS. address MPLS over WDM issues [3].

The rapid advancement and evolution of optical technologiesin addition to control plane protocol issues, the problem of
makes it possible to move beyond point-to-point WDM tranglesigning wavelength-routed networks of OXCs has received
mission systems to an all-optical backbone network that caansiderable attention in the last decade. In order to reduce the

complexity of this problem, typically, it is broken down to two

M . . o _ sEb-probIemsnetwork desigrandrouting and wavelength as-
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lightpaths. Routing and wavelength assignment involves magdgorithms are adapted from Dijkstra’s shortest path algo-
ping lightpaths onto the physical topology and assigning wavethm [4], [12], [14]. The wavelength assignment problem is
lengths to these lightpaths. The reader is referred to [4] for a gaguivalent to a graph coloring problem, and [15] adopted a
eral analysis of various formulations and solution approachesdeown heuristic algorithm to solve it. The RWA problem for a
the above problems. Most of the work in the open literature foaulti-fiber network under dynamic traffic was solved in [14]
cuses on the configuration design and the RWA problems undssing the layered-graph heuristic model.
the assumption of a fixed fiber physical topology. That is, given The physical topology design problem has also received some
a network traffic demand and a physical network topology, aitention. The relationship between the number of wavelengths
optimal network configuration, a best virtual topology, and aneeded and some topology parameters, such as connectivity,
optimal routing and wavelength assignment are obtained. In thedal degrees, and average hop distance, was studied in [16],
case in which the set of lightpaths is also given, the problem][is7] through simulation. A bound on the number of wavelengths
reduced to a pure RWA problem, which can be further decomiven the connectivity requirements of the users and the number
posed into a routing sub-problem and a wavelength assignmehtswitching states was derived in [18]. Simple approximate
sub-problem. equations for the scaling properties of the number of wave-
The design of virtual topologies has been studied extensivebngths, the nodal degree, the total fiber lengths, and the max-
Constrained by the limited number of available wavelengtlmum number of transit nodes of a lightpath were given in [19].
and the available number of transceivers, it may not be pagsa analytical solution of the RWA problem for some regular
sible to establish a lightpath between every pair of nodes. Cdapologies, such as shuffle and tori was carried out in [20], [21].
sequently, only a selected set of nodes can be connected bin this paper we consider the problem of designing large-scale
lightpaths, leading to a virtual topology over the given physicalptical WDM networks of OXCs that provide end-to-end light-
network. In a virtual topology, the nodes correspond to actuadth services. The scale of the optical backbone network is char-
physical network nodes, while the links correspond to lightcterized by the number of LSRs using its services and the
paths. A review of algorithms for virtual topology design camumber of lightpaths that it can support. We are interested in
be found in [5]. typical national or international networks, in which the number
Typically, the network design problem under a given physf LSRs can be in the hundreds or thousands, and the number
ical topology can be formulated as an integer programming (1B lightpaths that need to be established can be an order of mag-
problem with the objective of optimizing a performance metrinitude greater than the number of LSRs. Given the number of
of interest. This IP problem has been shown to be NP-hard, drf8Rs, the number of wavelengths per fiber link, and a set of
several heuristic algorithms have been proposed in the literatysRysical constraints (such as the number of transceivers at each
These algorithms differ in their assumptions regarding the traffilSR and the number of input—output ports at each OXC), we
demands, as well as in the performance metric used. Spedifildress both the physical topology design problem (i.e., the
cally, for the case of static traffic, i.e., when all the connectiomaumber of OXCs required and their interconnectivity) and the
are known and they are static, the objective is typically to mimeuting and wavelength assignment. We assume no wavelength
imize network resource usage. In the case where the numbecaffiversion in the network. Since the problem is NP-hard, we
fibers is limited, the objective is usually to minimize the totapresent a set of heuristic algorithms to obtain a near-optimal so-
number of wavelengths needed in the network. A linear prastion in terms of the number of required OXCs, including a
gramming relaxation technique to obtain the optimal solutiagenetic algorithm to search the space of physical topologies.
for the RWA of a WDM ring network was proposed in [6], while  While some of the problems we consider have been studied
a longest-lightpath-first heuristic was developed in [7] as an agarlier, our work differs from previous studies in several impor-
proximate solution to the RWA problem for a mesh network. Itant ways. To the best of our knowledge, this is the first time
the case of a limited number of wavelengths per fiber, [8] prdhat the problem of designing the physiealdlogical topology
vided an iterative scheme to minimize the costs associated witha wavelength-routed network is fully formulated and solved.
the working fibers for provisioning a static set of lightpaths oAlso, whereas previously published algorithms have been ap-
a given WDM network topology. A lightpath accommodatiomlied to relatively small networks (e.g., 10-20-node topologies
heuristic for a given set of lightpaths was developed to minsuch as the NSFNet and the Arpanet) with few (less than 100)
mize the total number of OXC ports (another important netwotightpaths, we consider large-scale networks of realistic size. We
resource) in [9]. A general IP model for the virtual topology deprovide new insight into the design of WDM backbone networks
sign was presented in [10], and a branch-and-bound algoritloyinvestigating the effect of various system parameters; again,
to minimize the average lightpath length was described. we use realistic ranges for the values of these parameters, e.g.,
The design of a virtual topology was first formulated asp to 128 wavelengths and up to 24 optical interfaces per LSR.
an integer linear programming (ILP) problem in [11], wher&inally, we obtain lower bounds for the optimization problem
a heuristic algorithm combining simulation annealing andnd present results which indicate that our heuristics are close
flow deviation was presented to minimize the delay and the optimal.
maximum flow in a link. A genetic algorithm to calculate the We now summarize some of the results of our study. The
optimal virtual topology and RWA to minimize the averagenost important finding is that it is possible to build cost-effec-
signal delay was developed in [12]. An upper bound on thive optical backbone networks that provide rich connectivity
maximum carried traffic for any routing and wavelengtlamong large numbers of LSRs with relatively few, but properly
assignment algorithm was derived in [13]. Most of the routindimensioned, OXCs. In particular, the number of OXCs in-
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creases linearly with the number of attached LSRs, but the ratd\Ve believe that the answer to this question is of importance
of the increase is rather slow. We also find that, in order to take service providers who need to deploy optical backbone
advantage of an increasing number of wavelengths, the numbetworks in a cost-effective manner. We note that the cost of
of OXC ports must increase correspondingly. Otherwise, usibgilding anMPAS network will be mainly determined by(i)
additional wavelengths has little effect on the number arbe cost of the OXCs (including switch hardware and switch
topology of OXCs required for a given number of LSRs. Thisontroller software), andi) the cost of (deploying or leasing)
result, coupled with the fact that the number of wavelengths the fiber links between OXCs (including the cost of related
a fiber is expected to continue to increase in the foreseeablguipment, such as optical amplifiers). While in our study we
future, has implications on the OXC technology and design. Fdirectly model only the OXC cost, we note that the fiber cost is
instance, our results indicate that 3-D MEMS switches whidhdirectly taken into account through the parametebecause
can scale to large port sizes would be more appropriate thefn(1), for a given value ofy, minimizing the numbed\/ of
2-D MEMS switches which are limited to small port sizes [22J0XCs will also minimize the number of fiber links. Sinee
Finally, we also find that it is possible to enhance the degréean input parameter in our formulation, we believe thah
of connectivity among the LSRs by a large factor (through @mbination with the number of OXCs is representative of the
corresponding increase of the number of optical interfacesauerall cost of theVIPAS network.
each LSR) with a relatively small incremental cost in terms of Clearly, in order to determine the number of OXCs in the
additional OXCs and fiber links among them. backbone we need to take into account not only the number
In Section Il we describe the problem we study as well &% of LSRs but also the traffic requirements (i.e., the number
the assumptions we make, and in Section Il we present @hlightpaths between pairs of LSRs), the survivability proper-
overview of our solution approach. In Section IV, we present thigs of the network, etc. In fact, different service providers may
heuristic algorithms for generating a 2-connected graph, routiwgll have different and even conflicting requirements for their
lightpaths, and assigning wavelengths. We also describe the getworks. Rather than trying to account for all possible design
netic algorithm used for searching the space of physical topolgquirements, we are instead interested in providing a general
gies. We develop lower bounds for the optimization problem fiiemework that can help us answer the above question in a way
Section V. We present numerical results in Section VI, and Weat can provide practical guidelines for buildidgPAS net-

conclude the paper in Section VII. works. We therefore set the following requiremeRis-R5 that
theMP AS network we design must satisfy. We believe that this
Il. PROBLEM DEFINITION list captures the salient features of the network and is sufficiently

) ) general to accommodate the requirements of a wide range of
We consider a numbeN of LSRs that are to be intercon-natwork providers.

nected over an optical backbone network [23] which consists
of OXC nodes supporting GMPLS. The service provided by
the MPAS network of OXCs is the establishment of lightpaths
among pairs of LSRs. We assume that each LSRMasgtical
transceivers, and therefore, it may establish at mdasicoming

and at most\ outgoing lightpaths at any given time. This con-
straint on the number of simultaneous lightpaths to/from an LSR
is due both to optical hardware and cost limitations (reflected in
the number of optical transceivers) and the traffic processing ca-
pacity of the LSR. We also assume that all fiber links, including
links between OXCs as well as links between an LSR and an
OXC, can support the same set&fwavelengths, and that each The first two requirementsR1 and R2) ensure that there
OXC has exactlyP input/output ports. We let, 0 < o < 1, areat least two .e_dge—disjoint paths between any two LSRs, a
be the desired degree of connectivity of the physical topologcessary condition for a survivable netwoRG-RS can be

R1. Each LSR accesses the backbone using two bidirec-
tional fiber links, one to each of two different OXCs; both
links are used for carrying traffic to and from each LSR.
R2. The physical topology of the OXCs is 2-connected.
R3. Each LSR maintainA simultaneous lightpaths
to/from other LSRs.

R4. Two neighbor OXCs in the physical topology are in-
terconnected by one bidirectional fiber link.

R5. The OXCs do not have any wavelength conversion
capability.

of OXCs, defined as viewed as worst case requiremeri®R ensures that the phys-
ical topology of theMPAS network can support the maximum

o= E @ number of simultaneous lightpaths (recall that no LSR can have
MU\g—l) more tham\ outgoing and\ incoming lightpaths). In particular,

we useL to denote the set dA NV lightpaths that the network

where E/ represents the number of fiber links interconnectingiust support. Because &4, the resulting network will use
the OXCs. Parameter represents how dense the graph is. Falingle-fiber links between pairs of adjacent OXCs. Findlg,
an arbitrary graphe ranges from 0 to 1, with O representingrequires that a lightpath be assigned a single wavelength along
a graph that is totally disconnected and 1 representing a caali-the physical links it traverse®4 andR5 can be easily re-
pletely connected graph. We note that most of the existing bad&xed, but are included here because we believe that there will
bone networks have amvalue around 0.3. existMP AS networks which will satisfy one or both of these re-

The fundamental question we address in this papé&tsgat quirements, at least during early deployment. Furthermore, we
is the minimum numbel! of OXCs required to support th¥  expect that relaxing eith&4 or R5 will lead to a topology with
LSRs, and what is the physical topology of the correspondiagmaller number of OXCs compared to when both are in place,
MPAS network? therefore, our results can be used as a worst-case scenario.
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[Il. SOLUTION APPROACH a smaller value forM as input in the hope of finding such a
S . . . solution?
Our objective is to determine the optimal physical topology ¢ ghove observations naturally lead to a binary search ap-
of OXCs for establishing the given sétof lightpaths among ,och to obtaining a solution that requires no more tHan
the N LSRs, under the constraint on the number of Wavg'/avelengthsandminimizes the number of OXCs in tRdP S

length W that can_b.e supported in each fiber. This inVOIVer’?etwork. The binary search is illustrated in the overall algorithm
determining the minimum number of OXCs required as Weélhown in Fig. 3.

as the links interconnecting the OXCs. Because of the difficulty
of this problem, we choose an indirect approach to obtaining
a near-optimal physical topology. Specifically, we first assume
that the numbed/ of OXCs in the physical topology is given The physical and logical topology design problem we
and there is no constraint on the number of wavelengths. Caonsider in this work is NP-complete since it includes the
sequently, we consider the problem of determining the links wfavelength assignment problem which has been shown to be
the physical topology such that the number of wavelengths f#P-complete. The ILP model we discussed in Section IIl, and
guired to establish the sétof lightpaths is minimized. Later in which is described in detail in [24], can only be solved for very
this section, we show how the solution to this problem can Isenall size networks in reasonable time because the number of
used to obtain a physical topology with a near-optimal numbeariables and constraints increases much faster than the size

IV. THE HEURISTIC ALGORITHM

of OXCs. of the network. In this section, we present a set of heuristic
Let us start with the assumption that the numbeof OXCs algorithms for this problem that can be applied to medium and
is given. Our objective then is to obtain large size networks. We divide the problem into the following
1) the set of fiber links interconnecting ttié OXC nodes tasks: 1) generation of a feasible physical topology, i.e., one
(i.e., the physical topology): that is 2-connected and in which no OXC has an out-degree
2) the routing and wavelength assignment for the lightpatRs in-degree greater thai®, 2) routing of lightpaths, and
in the set among theV LSRs 3) assignment of wavelengths to lightpaths. Each of these

such that the required number of wavelengths per fiber Iink'f%SkS is solved using a heuristic algorithm. We then use a

the physical topology is minimized. The inputs to the probler%en?tic.algoritzm (GA) o gepera‘ije additiobna! feasible phy;icall

are: the number of OXC4{; the number of ports in each OXC,tOpO ogies, and we lterate in order to obtain a near-optima
) . ) . solution with a minimum total number of wavelengths.

P; and the static traffic matrij, 4], wherev, 4 represents the

number of lightpaths that have to be established between OXES

s andd, s,d = 1,2,..., M. This traffic matrix is derived di- "™

rectly from the lightpath sef as follows: if a lightpath needs Recall that a feasible OXC network is at least 2-connected.

to be set up from LSR1 connected to OXG and LSRB con- In order to get a feasible topology, we first generate a random

nected to OXC, then we increment; 4. tree, then grow a 2-connected graph from it. If we number
This problem can be formulated as an integer linear prograthe leaves of the tree as...,Y, we can sequentially connect

ming problem (ILP). The formulation, which is reported in [24]pairs of leaves with edgds, i + 1),...,(Y —1,Y) to obtain a

is similar to the ILP formulation of the logical topology desigr2-connected graph. Thus, the only question is how to generate

problem developed in [25], with additional constraints that coe random tree ofif nodes, where each node represents one of

respond to the physical topology design subproblem (while [2flle OXCs.

considers the physical topology as part of the input, in our casewe have adopted the method from [26] to generate a random

the physical topology design is part of the problem). The soltree of M nodes. Each tree dff nodes has an one-to-one rela-

tion to this ILP gives an optimal topology fdr OXC nodes, as  tionship with a Prufer number that h@/ —2) digits. The digits

well as the optimal lightpath routing and wavelength assignmegye integers between 1 afid. Consider a tred of M nodes

that minimizes the number of wavelengths used in any link. numbered 1 ta// in some manner. To obtain its Prufer number
Let W* be the number of wavelengths in the optimal solup(77), we start with a null Prufer number (one with no digits)

tion to the ILP. We note thd#’* can be greater than, equal thnd we repeat the fo"owing Steps to buMT) by appending

or less than the number of wavelengifisactually supported gne digit at a time to the right of the current Prufer number. Let

by the fiber links of theMPAS network. If W* = W, then ; pe the lowest numbered leaf in the tree, ang lee the parent

the ;olution is not only optimal, but it is also fgasible given thgs ;- Then,j becomes the rightmost digit (7). We remove

available number of wavelengthi§'. However, iftW* > W, ; anq edge(s, j) from 7. If i was the only child ofj, then

then this optimal solution is not feasible. In this case, we M@ omes a leaf. If only two nodes remain in the tree, we stop;

have to increase the numbief of OXCs that was given as input p 1) has peen formed. Otherwise, we repeat the above process
to the problem. By solving the same problem with a larger V&l%th the new lowest numbered leaf

of M, we will obtain a new optimal solution requiring a smaller

number of Wavelengths. On the other handilif < W, the Lif W~ is less than, but close to, the numB&r of available wavelengths

solution is feasible, but it may also be possible that another gice., W — ¢ < W* < W) itis reasonable to expect only a small decrease in

lution exists, one in which the physical topology consists dife number of\/ of OXCs in any optimal solution that uses a larger number
. . less thari?’) of wavelengths. After extensive numerical experiments, we have

a smaller number of OXCs and which requires no more th und thate = 5 provides a good tradeoff between running time and quality of

W wavelengths. Thus, we can solve the same problem witf final solution, and thus we have used this value in Step 17 of Fig. 3.

Generation of a Random Feasible Physical Topology
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(a) (b)

Fig. 1. (a) Tree of 8 nodes corresponding to the Prufer number 666585. (b) Resulting 2-connected graph.

The reverse process of obtaining a tree from a Prufer numi&r Generate a tre€ using the Prufer number, as above.
P(T) with (M — 2) digits in the range 1 td/ consists of these 3) Construct a 2-connected graph by adding edges sequentially
steps. First, designate all nodes whose number does not appeato connect the leaves of the trée
in P(7T) aseligible. Leti be the lowest numbered eligible node4) After connecting the leaves of the tree in Fig. 1(a), we get
and letj be the leftmost digit of?(7"). Add the edgé:, j) to 7 the 2-connected graph shown in Fig. 1(b).
and remove the leftmost digjtfrom P(7). Designate as no
longer eligible. I.fj dogs not.ogcur anywhere in what remains g§ Routing and Wavelength Assignment
P(T), then designatg as eligible. Repeat the above procedure
until no digits remain inP(7), in which case there are exactly We now assume that we are given a 2-connected physical
two nodes, say;, andj, still eligible. Add (4, j) to 7 and stop. topology ofM/ OXCs, as well as a set of lightpaths between pairs
Since there are exactly/ — 2) digits in the Prufer number and of OXCs that need to be established. We now present two algo-
we remove a digit each time we add an edgé the final graph rithms, one to route each lightpath over a physical path of fiber
T has exactlyM — 1 edges; it is also shown in [26] th@t has links, and another to assign wavelengths to the lightpaths. Note
no cycles, thus it is a tree. that we treat the routing and wavelength assignment subprob-
As an example, suppose thaf = 8, and that the Prufer lems independently; this approach may require a larger number
number is 666 585 (consisting 8 — 2 = 6 digits in the range 0f wavelengths than a combined solution, but the latter is in-
1-8). Nodes 1, 2, 3, 4, and 7 do not appeal’if7 ) and are tractable while our approach can be applied directly to networks
designated as eligible for consideration. Node 1 is the lowestrealistic size. Furthermore, as we shall see, the routing algo-
numbered eligible node, and digit 6 is the leftmost digit of théthm takes into account the number of lightpaths using each
Prufer number. Consequently, we add the edge (6,1) to the trigak in order to minimize the number of wavelengths needed.
we make node 1 ineligible, and we remove the leftmost digit 6 We use Dijkstra’s shortest path algorithm to route the set of
from the Prufer number. The remaining Prufer number is thilightpaths over the given physical topology. In order to minimize
66585, and since digit 6 appears init, node 6 is not made eligiblke number of wavelengths used on a physical link, we use two
In the second step, node 2 is the lowest numbered eligible ndawuristic approaches. First, the link weight used in Dijkstra’s al-
and digit 6 is the leftmost digit in the remaining Prufer numbegorithm is dynamically adjusted to reflect the number of wave-
We add edge (6,2) to the trée, we make node 2 ineligible, lengths already allocated on each link. Consider physicallink
and we remove digit 6 from the Prufer number. The numband letC, be the actual link cost{, is a constant) and,, be
which remains is 6585, so node 6 remains ineligible. In the thitde number of lightpaths already using this link. Then, each time
iteration, node 3 is the lowest numbered eligible node and tive run Dijkstra’s algorithm to find a path for a certain lightpath,
leftmost digit in the Prufer number is once again digit 6. Thusye use the quantitf,, = C, + Hw, as the cost of link, where
we add edge (6,3) to the tree, we make node 3 ineligible, afilis a tunable weight parameter. This cost function forces new
we remove digit 6 to obtain the new number 585. Since the digjightpaths to be routed over less congested links in the physical
6 does not appear in the new number, we make node 6 eligilitspology, reducing the total number of wavelengths used in the
We continue in this manner, and we add edges (5,4), (8,6), amgtwork. For the next application of the algorithm, quantities
(5,7) to the tree, at which point the Prufer number becomes nake incremented for all linké along the path of the just routed
(all its digits have been removed). At this stage there are onightpath.
two nodes eligible, nodes 5 and 8. We next add edge (8,5) toThe second heuristic approach has to do with the order in
obtain the tree shown in Fig. 1(a). which we consider the given lightpaths for routing. Specifically,
Based on the above discussion, the following steps summge first sort the OXC nodes in an ascending order according to
rize the algorithm for generating a random feasible physic@leir degree (ties are broken arbitrarily). Starting with the first
topology. OXC node (the one with the smallest degree), we apply Dijk-
1) Given the numbeb/ of OXCs, randomly generatéd/ —2) stra’s algorithm to route all lightpaths that have this node as
digits in the range of 1 td/ to form P(7). source or destination. We proceed in this manner by considering
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nodes with higher degrees. This method results to a consider- otherwise, continue to Step 4 for another iteration. Usually
ably lower wavelength usage than when selecting the nodes ran-the stop criterion is a predetermined number of iterations.
domly. This is because nodes with smaller degrees have fewigr Randomly select solutions from the current generation
alternative links to route their lightpaths. In view of this, routing based on their fithess values given by the value of the
lightpaths originating or terminating at these nodes first will in-  objective function. The selection probability for a solution
crease the wavelength use of their links. Because of the costis generally proportional to its fithess value. The selected
function described above, later lightpaths will tend to avoid the solutions form the basis of thafspringgeneration.

links around these nodes. On the other hand, if a node withba Perform crossover on the selected solutions. This step
small degree was considered late in the process, its lightpathsincludes picking up pairs of strings at random, randomly
would have to use one of its links regardless of how congested choosing a crossover point, and switching the two strings
these links were, potentially increasing the overall number of after the point. This crossover is controlled by tnessover
wavelength required. We refer to this scheme as the smallest-de-rate R... The algorithm invokes crossover only if a randomly
gree-first-routing (SDFR) algorithm. The following steps sum- generated number is less th&g.

marize the heuristic algorithm for routing lightpaths. 6) Perform mutation on the solutions obtained from Step 5, i.e.,
1) Use the link weight functiol., = C; + Huw. flip the bits of each string. Mutation is controlled by the
2) Sort the nodes in an ascending order of their degree. mutation rateR2,,,, which is the probability that a bit will
3) Consider each node in this order and use the Dijkstra’s al- be flipped.

gorithm to build the shortest path for its lightpaths. 7) Calculate the fitness value for the new individuals if the new

Once the physical links for each lightpath have been obtained, iqdividugl s_olutions are fea_sible. lf. an individual is not fea-
we need to assign wavelengths such that if two lightpaths share SiP'€: it is either made feasible or it is dropped. _
the same link then they are assigned a different wavelength. T%I)S Repeat Steps 4-6 until a new generation of the population
wavelength assignment problem can be shown to be equivalents'ze is generated. Set this as the cgrrent generation. Add the
to the vertex coloring problem of an induced simple graph [15]. pest solution from the last generation to the current genera-
The induced graph is such that its vertices correspond to light- tion. Go back to Step 3.
paths in the original network, and vertices of the induced graphWe use a GA algorithm to generate feasible physical topolo-
are linked by an edge only if the two corresponding lightpattgies starting from the initial physical topology we obtained in
share the same physical link. A heuristic algorithm was devedection IV-A. The objective is to search for physical topolo-
oped in [15] to solve the vertex coloring problem. The algorithrgies that will improve on the number of wavelengths required
uses agreedy approach to assign wavelengths (color) to the lightestablish the given set of lightpaths. Since we assume that the
path (vertex). We adopt this algorithm to perform wavelength asumber)/ of OXCs is given, we define our solution space as
signment, since it has been shown to have good accuracy #iset of feasible physical topologies bhnodes. We now pro-
to run in polynomial time. We also note that the upper bound e¢ed to describe the encoding of the solution, the calculation of
the number of distinct colors (wavelengths) used is equal to tte fitness value, the selection, crossover, and mutation strate-
maximum degree of the induced connection graph plus one.gies, and the handling of infeasible solutions.

Encoding.Consider a graph with/ vertices. We number the
C. The Genetic Algorithm (GA) vertices from 0 toM/ — 1 and the edges of the graph from 0

In the last decade, genetic algorithms (GAs) [27], [28] haJ@ (M (M —1)/2) — 1. We read the string from left to right.
proved to be a practical and robust optimization and search taofch €49, j) is numbered using an indéx which is defined
These algorithms are based on the mechanisms of evolution 25G°TdiNg to the index of the two endpoints of the edgand
natural genetics that lead to the survival of the fittest by tHe SPecifically.k = (M(M —1)/2) — (M —)(M — i —
process of natural search and selection. A GA generates a. 2)+j—i-1,0<4i<j < M. The solutionis encoded
quence of populations using a selection mechanism, and tHj @ chromosome (i.e., a bit string of length(M —1)/2) as
applies crossover and mutation as search mechanisms. A GAO[PWs. Each edge is represented by a bit in the bit string. If the
a global random search technique in the solution space of e exists, the bit is setto 1; othervylse itis setto O. T_he position
problem and it usually avoids entrapping into a local optimizét)-f the bit representing an edge is given by the edge iridex
tion; for further details on the properties of GAs the reader is As an example, let us consider the graph shown in Fig. 2(a).
referred to [27], [28] and the references therein. The steps ihRe code of this graph is 101001000110011, which is simply
volved in a GA are as follows. the concatenation of the five rows above the diagonal of the

1) Design an efficient encoding scheme (chromosome) of tﬁgjacency matrix for this graph, shown in the shaded area of
solution. Usually, this is a one-to-one bit string mapping t619- 2(b)-
a solution. Fitness value.The fitness value of a feasible individual
2) Generate an initial set of feasible solutions. This set is r@ghysical topology) is the negative of the number of wave-
ferred to as g@eneration The population size of the generalengths required to support all the lightpaths in the 5dt.e.,
tion is determined by the variablg;. This initial generation the smaller the number of wavelengths, the higher the fitness
becomes the current generation. value). This number of wavelengths is obtained by running the
3) If the stop criterion has been met, return the best solutionrouting and wavelength assignment heuristic algorithms on this
the current generation as the near-optimal solution and stapdividual.
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Adjacency Matrix

01 2 3 45
0 @ &) ! o |0 wEorED
11 0100 0
200 1 0@ 1 D
301 01 0 0 1
- . 400 01 0 0 1
slooo 1 1 0

() (b)

Fig. 2. (a) Physical topology with six nodes. (b) Its adjacency matrix.

GA parameters. The performance of a GA is determined by
the right choice of control parameters: the crossover Rate
the mutation ratd?,,,, and the population siz&;,. In order to
shorten the running time of the algorithm, we choose arelatively ;. .. fiber, the OXC connectivity @, and the number
small population size and therefore a high level of string disrup-  of generations G for the genetic algorithm.
tion. We seti. = 0.8, R,, = 0.1, andG, = 25. We use the Output: A physical topology of M OXCs, and the routing
following operations to generate an offspring from the parent and wavelength assignment for the set £ of lightpaths.
generation until we get a new generation of the population size
G . These operations work on the edge string encoding a graph.

» Selection:Select two candidates from the parent genera-
tion using the roulette wheel selection mechanism. Indi- M +— (Mpaz + Mpin)/2 // Binary search

viduals with higher fitness value have higher probability phytop « initial physical topology generated using
to be selected. the algorithm described in Section IV-A

Complete Algorithm for Designing an MPAS Network
Input: The number N of LSRs, the set £ of lightpaths, the
number P of ports per OXC, the number of wavelengths

begin
Mpaz  N/2, Mpin 1
num-gen < 0

M e

+ Crossover:We crossover the two candidates obtained g F";";e P'LYSE;II‘:’WI&W phy-t‘g’: VB

by the above selection operation. For example, let us o've the problem (see Section IV-B)
that the twi lected individuals f th t 8. Calculate the objective function (fitness value) Wy

assume that the two selected individuals from the parent - o = gpie i gen < G: // Genetic algorithm
gener_atlon gre_11000_0110_1 gnd 01_10110011, and t_hat the num._gen +— num.gen + 1
crossing point is the sixth digit. In this case, we obtainthe 1. Use the genetic algorithm in Section IV-C to create
following two new codes: 1100000011 and 0110111101. a new generation of physical topologies

» Mutation: We mutate bit-by-bit the two individuals ob- 12. For each individual phy_top in the new generation
tained from the above crossover operation. For example, calculate the fitness value W using Steps 7 and 8
after mutating the above two codes we may obtain: 13, W* + smallest fitness value W; from last generation
1101000011 and 0111111101. 14.  phy_top* + physical topology corresponding to W*

: T : : : 15. If W* > W then
Infeasible individuals. It is possible that an offspring gener-
P pring 9 16. Min < M; go back to Step 3

ated py the above process corresponds to an |qfea5|ble graph. 7. Elseif W* < W — 5 then

That is, the graph may not be 2-connected or it may exceed ¢ Mgz  M:; go back to Step 3
. .. . mazx ’

the constraint on the connectivity. Therefore, we run the fol- 19.  Else return M, phy_top*

lowing four tests for each generated offspring. 20. end of the algorithm

1) Checkthe nodal degree of each node to make sure that the
constraint on the number of ports per OXC is satisfied.

2) Check if the total number of edges of the generated graph
exceeds the given number of edges determined by tfie 3- Algorithm for the design atIPAS networks.
connectivitya.

3) Check that the degree of each node is greater than 2. The complete algorithm is shown in Fig. 3. A detailed com-
4) Use Depth-First-Search to ensure that the graph is 2-C@jlexity analysis is presented in [24], but Steps 6-18 of the al-
nected. Steps 3 and 4 combine to check if the networkdgrithm take timeD(GG,(ANM? + A2N2)) for an iteration
2-connected. of the binary search in which the number of OXC3/s recall
If tests 1 or 2 fail, then we drop the individual. If tests 3 or 4hatG is the number of generations in Step 9 of the algorithm,
fail, the graph is not 2-connected. We add edges between thgis the population sizey is the number of LSRs, and is
disconnected OXCs until the graph becomes 2-connected. If the number of transceivers per LSR. Also, the size of the light-
solution passes the above four tests, we run the RWA heuristizgh set isA NV, therefore, the above function expresses the run-
to obtain the minimum number of wavelengths needed in tidng time of the algorithm as a function of the amount of traffic
network. demands.




XIN et al. PHYSICAL AND LOGICAL TOPOLOGY DESIGN OF LARGE-SCALE OPTICAL NETWORKS 911

V. LOWER BOUNDS ON THENUMBER OF OXCs thatD > ((log, M/2) + 1)/2. If we use this value oD as the

We now present three different lower bounds on the numbdYeragde hop length in (5), we have
M of OXCs required given: the numbar of LSRs, the number (log, &) +1
W of wavelengths, the degree of connectivityof the optical W(MP —2N) > NA 2

network, the numbep” of ports of each OXC, and the numbersing jteration oves from 0 to N on both sides of the above

A of optical interfaces at each router. The maximum of the thrﬁ?equality until it is satisfied, we can obtain the minimum fea-
values is a lower bound on the number of OXCs for the givesiy e value ofis.

problem instance. _ _ The final lower bound o/ is the maximum value obtained
We obtain the_ flrst_bound simply by counting the number gf, expressions (3), (6), and (7).

OXC ports required in the network. Recall thatdenotes the

number of links in the optical network. No&j)V OXC ports are

needed to connect thé LSRs to the optical network (since each ) ) _ )

LSR is connected to two OXCs), whidZ ports are needed for N this section we present results that illustrate how the dif-

the fiber links interconnecting the OXCs. Since the total numbEgrent design parameters affect the number of OXCs required to

2N
=P—-— (7
, d M 0

VI. NUMERICAL RESULTS

of OXC ports isM P, we have interconnect a set of LSRs. We vary the design parameters as
follows: the numberV of LSRs is varied between 100-1000;
MP > 2N +2E =2N + aM(M - 1). (2) the numbed of wavelengths per link takes the values 32, 64,
) . ) ) 128; the numberP of ports per OXC varies from 16-64; and
Solving this equation fof/, we obtain the numberA of transceivers per LSR takes the values 4—24.

We also set the upper bound on the degree of connectivitfy
theMP AS network of OXCs to 0.4. For the graphs shown here,
we have assigned th®¥ LSRs to the OXCs in a round-robin
manner. That is, the first LSR is attached to the first and second
where input parameters, P, anda should be such thdt” + OXC, the second LSR to the third and fourth OXC, and so on
a)? > 8aN. (recall that, by requiremeiirl, each LSR must attach to at least
The above result only considers the constraint on the numii&p OXCS). This assignment is made for convenience only, and
of ports per OXC and the degree of connectivity of the OX¢ not inherent to our approach; in fact, the algorithm in Fig. 3
network, and, in general, it is not a tight lower bound. We no@an accommodate any arbitrary assignment of LSRs to OXCs.
present a better lower bound that takes the available numB&e setC of lightpaths is chosen so that each LSR has exactly
W of wavelengths into consideration. Recall from requiremer¥ incoming andA outgoing lightpaths (see requiremétg) to
R3 that the network must suppaX A lightpaths, where\ is @ random set of other LSRs. Again, however, our algorithm will
the number of optical interfaces at each of fiid SRs. LetD accommodate any set of lightpaths.
denote the average number of hops (fiber links traversed) oveMe should point out that the above ranges of the design pa-

P+a—1/(P+a)’ -8aN)

- 2

®3)

all lightpaths. Then, we have rameters are based on realistic assumptions regarding the state
of the technology and the size of th&? \S networks, and go far
NAD <2WE (4)  beyond the small networks to which previous virtual topology

algorithms were limited. The results presented here illustrate

where2W ' is the total number of link-wavelengths in the Nelhat our algorithm can be applied to networks of size between

work, assuming that each fiber link between any pair of OXCc?he and two orders of magnitude greater than that of the net-

consists of t\{vo unidirectional fibers. Combining this result WitQ/orks studied previously. We also emphasize that the algorithm
(2), we obtain in Fig. 3 computes not just the number of OXCs, but also the
NAD 2N N /AD physical topology of th&1P AS network (i.e., the physical links
T TP (W + 2) ®)  between the OXCs), as well as the routing and wavelength as-
signment for the sef of lightpaths between the LSRs. However,
From (5) we see that the lower bound dfidepends on the que to the large size of the resulting networks, itis not possible to

lower bound on the average hop lengtfover all lightpaths. An - graw the physical topology of fiber links or the logical topology
immediate lower bound o is 1, so we obtain a second lowergf |ightpaths here.

>
M_WP+P P

bound onM as In Fig. 4 we plot the numbel/ of OXCs in theMPAS net-
N /A work against the numbe¥ of LSRs. Three plots are given for
M2 (W + 2> . (6) three different values of the number of wavelengths per link,

W = 32, 64, 128. For these results, we havetet= 12 and
To obtain a better lower bound oR, we note that, in a P = 64. We make two important observations. First, the number
network with M nodes, at leasi//2 nodes are at distance M of OXCs increases almost linearly with the numbBérof
|log; M/2| or more from any given node [29], wherkis LSRs, but the slope of the curves is moderate. In particular, an
the maximum nodal degree. In our case, every OXC Hasincrease by a factor of ten in the number of LSRs results in an
ports, among whicl2 N/M are used to interconnect the LSRsncrease in the number of OXCs by a factor between four (for
assigned to this OXC, so the maximum nodal degree in th = 32) and seven (folV = 128). Since we have kept the de-
core OXC network isl = P — 2N/M. Therefore, we have gree of connectivity at around 0.4 for all physical topologies, the
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Fig. 4. Number of OXCs in the physical topolog (= 12, P = 64). Fig. 5. Number of OXCs in the physical topology/( = 64, P = 64).
corresponding increase in the number of links in the topology, @ 80 . ' ' ' " Delta=4 ' —+—
N increases, is similar. This result implies that OXC networks 79 | & Dﬁa‘nﬂg e
to interconnect very large number of LSRs can be built cost-ef
fectively. The second observation is that the larger the number o 60 - T
wavelengths available at each fiber link, the smaller the numbé,; ., | i
of OXCs required for a given numbé¥ of LSRs. This result %’
is expected, however, we note that a two-fold increase in ths 40 | 1
number of wavelengths (from 32 to 64) reduces the number c.é w0k i
OXCs by less than 1/2 (between 44% for = 100 and 41% 3
for N = 1000). We also see the effect of diminishing returns, 20 | .
since a second two-fold increase in the number of wavelengtt
(from 64 to 128) results in a smaller reduction in the number o or i
OXCs (between 40% foN = 100 and 13% forN = 1000). 0 ! s ! I ! !
Note that, for a given value d¥, the number of lightpaths in the 0 20 40 60 80 100 120 140
set£ remains constant a N across the three curves in Fig. 4, Number of wavelengths, W

so one would expect a larger decrease in the number of OX&S 6 Number of OXCs in the physical topology (= 300, P = 64).
as the number of wavelengths increases. However, recall that
2N OXC ports are needed to attach the LSRs to the OXC net-
work. Since the number of ports per OXC remains constantigeremental cost (in terms of additional OXCS and fiber links
P = 64, asW increases, the number of OXCs needed is cotp interconnect them) can provide a significantly richer connec-
strained by the number of ports required rather than the numitigity among the LSRs.
of lightpaths that need to be established. In other words, in ordedn Fig. 6 we plot the number of OXCs against the number of
to take full advantage of the larger number of wavelengths in th@velengths when the number of LSRs is constaif at 300
fiber, OXCs with a larger number of ports must be employed.and the number of ports per OXC 5 = 64. Three curves for

In Fig. 5 we fix the number of wavelengthsiid = 64 and the different numbers of transceivers per LSR are shatns 4,
number of ports per OXC t& = 64, and we plot the number of 8, 12. The results are as expected. Specifically, the number of
OXCs against the numbé¥ of LSRs. Three curves are shownOXCs needed decreases as the nunieof wavelengths per
one for a different value of the number of transceivers per LSByer increases, but the curves flatten out ofe > 80. As
A = 4,8, 12. Note that the curve fak = 12 is identical to the we mentioned above, this reflects the fact that a larger number
middle curve of Fig. 4 folV = 64, although the scale in the of ports per OXC is needed to take full advantage of the large
two figures is different. Again, we see that the number of OXQsumber of wavelengths. Also, more OXCs are required &%
increases linearly with the number of LSRs. Recall that thmeases, but the results are consistent with the previous figure in
numberAN of lightpaths that must be established for a givethat the increase in the number of OXCs is significantly slower
value of N increases linearly witt\. However, the curves in than the increase ith (and the corresponding increase in the
Fig. 5 show that the number of OXCs for a givlnvalue needed number of lightpaths to be established). Similar observations
to support the larger number of lightpaths increases much maen be made from Fig. 7, where we Igt= 300 and P = 64,
slowly thanA. For instance, folV = 100, 6 OXCs are needed and we plot the number of OXCs against the numberf trans-
for A = 4, 8 OXCs forA = 8, and 10 OXCs forA = 12. For ceivers per LSR. Note tha (and, consequently, the number of
N = 1000, the corresponding number of OXCs are 36, 42, arigihtpaths) increases by a factor of six from 4 to 24, the number
46, respectively. These results indicate that a relatively smafl OXCs required increases much slower, from 20 to 48 when
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Fig. 8. Number of OXCs in the physical topology (= 300, W = 32).

andW = 64. As we can see, the two curves have very similar

W = 32. In fact, the increase in the number of OXCs is evelpehavior, and the results from our heuristic are close to the
slower for larger number of wavelengths, from 10 to only 20 fdower bound. We emphasize that the lower bound is obtained
W = 128. simply by counting the number of network resources that are

In Fig. 8 we letN = 300 andW = 32 and we plot the absolutely necessary to support the given set of lightpaths. In
number of OXCs against the numbgrof ports, for three dif- other words, there is ho guarantee that there exists a physical
ferent values ofA, A = 4, 8, 12. There is a sharp drop in theiopology with a number of OXCs equal to the lower bound,
number of OXCs initially, ag’ increases from 16 to 24, but thesuch that it is possible to route and assign wavelengths to the
curves level off after that. Also, we again see that the valu® of given set of lightpaths. Therefore, the optimal number of OXCs
does not significantly affect the number of OXCs. These resuliss somewhere between the two curves in Fig. 9.
indicate that by employing OXCs of medium size (in terms of Fig. 10 is similar to Fig. 9, but it plots the bottom curve of
P) can have a dramatic effect in the number of OXCs requireldig. 5 and the corresponding lower bound,for= 64, P = 64,
While OXCs with many ports are expected to be more expeand A = 4. Again, we see our heuristic returns a number of
sive than those with few ports, the dramatic drop in the curvéXCs that is close to the lower bound, and this result is con-
of Fig. 8 indicates that it may be cost-effective to employ th&stent across the range of the numbeof LSRs shown in the
former; also, for the same degree of connectiwitfewer OXCs figure. Very similar results regarding the relative performance
implies significant savings in fiber links. of our heuristic and the lower bound have been obtained for a

Finally, in Figs. 9 and 10 we compare the results of owride range of the input parameters.
heuristic algorithm to the lower bound we presented in Finally, we investigate the sensitivity of our algorithm to the
Section V. Fig. 9 plots the middle curve of Fig. 4 and theet of lightpaths in the set that is used as input for designing
corresponding lower bound; thus, these plots correspond to the physical and logical topology of the optical network (refer
following values of the input parameterd: = 12, P = 64, toFig. 3). To this end, we used the same parameters as in Fig. 4,
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TABLE |
MINIMUM , MAXIMUM , AND AVERAGE NUMBER OF OXCS IN THE PHYSICAL
TOPOLOGY OVER TEN DIFFERENT LIGHTPATH SETS FOR THESTATED
VALUES OF THESYSTEM PARAMETERS (A = 12, P = 64)

No. No. OXCs in physical topology

of W =32 W =64 W =128
LSRs || Min | Max | Avg || Min | Max | Avg || Min | Max | Avg
100 16 18 | 18 10 | 12 11 6 8 7
200 24 | 28 | 26 16 | 18 16 10 12 11
300 30 | 34 | 32 18 | 22 | 20 12 14 14
400 383 | 38 | 38 22 | 26 | 24 16 16 16
500 4 | 52 | 47 26 | 30 | 28 18 | 20 19
600 46 | 52 | 49 || 28 | 34 | 30 || 22 | 24 | 23
700 52 | 62 | 57 32 | 34 | 34 | 26 | 28 | 26
800 56 | 66 | 61 36 | 42 | 37 30 | 32 | 30
900 62 | 72 | 68 || 40 | 42 | 40 || 34 | 36 | 35
1000 || 70 | 80 | 75 44 | 46 | 45 38 | 40 | 40
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interesting to investigate how the results and conclusions we
presented in Section VI are affected by different protection
schemes, such as dedicated or shared protecttion; we anticipate
that new design algorithms will be needed for such a study.
Also, given the feasibility and potential of performing multicast

in the optical domain through light splitting, the design of
physical and logical topologies for optical networks supporting
multicast is emerging as an important field of study. These
problems will be the focus of our future research efforts.
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