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Abstract—We present a framework for hierarchical traffic
grooming in mesh networks with the objective of minimizing the
total number of electronic ports. At the first level of hierarchy, we
decompose the network into clusters and designate one node in
each cluster as the hub for grooming traffic. At the second level,
the hubs form another cluster for grooming inter-cluster traffic.
We view each (first- or second-level) cluster as a virtual star, and
we present an efficient near-optimal algorithm for determining
the logical topology of lightpaths to carry the traffic within each
cluster. Routing and wavelength assignment is then performed
directly on the underlying physical topology. Our approach
scales to large network sizes, and facilitates the control and
management of multigranular networks. Comparisons to lower
bounds indicate that it is also efficient in its use of the network
resources of interest, namely, electronic ports and wavelengths.

I. INTRODUCTION

Traffic grooming is the field of study that is concerned
with the development of algorithms and protocols for the
design, operation, and control of networks with multigranular
bandwidth demands. The objective of traffic grooming tech-
niques is to ensure that sub-wavelength traffic components are
transported over the network in an efficient and cost-effective
manner. Interest in such techniques has grown steadily in the
research community in recent years, reflecting the practical
issues arising from the ever-increasing capacity of wavelength
channels and the cost associated with terminating optical
signals at intermediate nodes. For a comprehensive survey
and classification of traffic grooming research, the reader is
referred to [6].

Traffic grooming research has, in general, followed one
of two directions. In dynamic grooming [18], it is assumed
that the node grooming capabilities (in terms of available
electronic ports, level of wavelength conversion, and switching
capacity) are fixed and known, and the goal is to develop
on-line algorithms for grooming and routing of connection
requests that arrive in real time. Typical solution approaches
transform the grooming problem into a shortest path problem
on a new layered graph modeling both the underlying physical
topology and the capabilities of individual nodes.

In static grooming, the starting point is the set of (forecast)
long-term traffic demands, and the objective is to provision the
network nodes to carry all the demands while minimizing the
overall network cost. The cost metric frequently considered in
the literature is the total number of electronic ports required
to originate and terminate the lightpaths created to carry the
traffic components. Early research in this area focused on ring
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topologies [5], [8], [16], mainly due to the practical importance
of upgrading the existing SONET infrastructure to support
multiple wavelengths. As backbone networks migrate from
ring to mesh topologies, traffic grooming in general topology
networks is becoming the subject of an increasing number
of studies [9], [10], [12]-[14], [19]. Most studies provide an
integer linear programming (ILP) formulation as the basis
for reasoning about and tackling the problem. Unfortunately,
solving the ILP directly does not scale to instances with
more than a handful of nodes, and consequently it cannot
be applied to networks of practical size covering a national
or international geographical area. Consequently, either the
ILP is tackled using standard relaxation techniques, or the
problem is decomposed into subproblems which are solved
using heuristics.

In essence, solution approaches based on an ILP formulation
regard the network as a flat entity for the purposes of lightpath
routing, wavelength assignment, and traffic grooming. It is
well-known, however, that in existing networks, resources are
typically managed and controlled in a hierarchical manner.
The levels of the hierarchy either reflect the underlying orga-
nizational structure of the network or are designed in order to
ensure scalability of the control and management functions.

Based on this observation, in this work we develop a frame-
work for hierarchical traffic grooming in mesh networks with
the objective of minimizing the total number of electronic ports
in the network®. To this end, we emulate the hub-and-spoke
model used by the airline industry to “groom” passenger traffic
onto connecting flights. At the first level of the hierarchy, the
network is partitioned into clusters, and one node in each
cluster (referred to as the hub) is responsible for grooming
intra-cluster traffic as well as inter-cluster traffic originating or
terminating locally. At the second level of the hierarchy, the
first-level hubs form another cluster for grooming and routing
inter-cluster traffic. The logical topology within a (first- or
second-level) cluster is formed by viewing it as a virtual
star, and applying a customized algorithm for stars which we
develop. Finally, a routing and wavelength assignment (RWA)
algorithm is used on the underlying topology to route and color
the lightpaths.

Our approach has the following desirable characteristics:

« it is hierarchical, facilitating control, management, and

security functions;

INote that a lightpath requires exactly two electronic ports, one at the source
and one at the destination. Hence, minimizing the number of electronic ports
is equivalent to minimizing the number of lightpaths in the logical topology.
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« it decouples the grooming of traffic components into
lightpaths from the routing and wavelength assignment
for these lightpaths: grooming is performed on a logi-
cal hierarchy of clusters by abstracting each cluster as
a virtual star, and applying efficient and near-optimal
algorithms; while RWA is performed directly on the
underlying physical topology, ensuring efficient use of
network resources;

« it provisions only a few nodes (the hubs) for grooming
traffic they do not originate or terminate;

« it handles efficiently small traffic demands: at the first
level of hierarchy, nodes pack their traffic on lightpaths
to the local hub; at the second level, demands among
remote clusters are packed onto lightpaths between the
corresponding hubs; and

« it routes large components on direct lightpaths, elim-
inating the cost of terminating and switching them at
intermediate nodes.

Hierarchical clustering techniques are common in network
design, but so far they have been considered in the context
of traffic grooming only tangentially. A case for hierarchical
approaches in the design of SONET rings was made in [7],
while the use of the blocking island paradigm for tackling a
restricted version of traffic grooming in mesh networks was
advocated in [4]; this paradigm allows for the abstraction
of network resources, and can be applied recursively on the
network graph. Our approach is more comprehensive than
either [7] or [4], and is quite general, in the sense that it
can be extended to a wide range of variants of the grooming
problem.

The rest of the paper is organized as follows. In Section II,
we define the traffic grooming problem and present a high level
view of our approach. In Section Ill, we present an algorithm
for traffic grooming in networks with a star physical topology.
In Section IV, we present a hierarchical grooming algorithm
for mesh networks that utilizes the star grooming algorithm
of Section Ill. We obtain lower bounds for the number of
lightpaths and the number of wavelengths in Section V, and
we present numerical results in Section V1. We conclude the
paper in Section VII.

Il. PROBLEM DEFINITION AND METHODOLOGY

We consider a network of N nodes interconnected by
fiber links such that the resulting topology is of general
form. Without loss of generality, we assume that each link
consists of one fiber per direction, and each fiber can carry W
wavelengths simultaneously. We let C' be a positive integer
denoting the capacity of each wavelength channel, expressed
in units of a basic transmission rate (such as OC-3). The
capacity C' has also been variously called the grooming factor,
or granularity. We assume the existence of a traffic demand
matrix T = [t(*¥)], where integer ¢t(*¢) denotes the amount
of (forecast) long-term traffic to be carried from node s to
node d; consequently, any changes in the demand matrix take
place over long time scales, and, for the purposes of this work,
the matrix 7" is assumed fixed. Finally, we allow the traffic

demands to be greater than the capacity of a wavelength, i.e.,
it is possible that ¢(*¢) > C for some s, d.

Given the forecast traffic demands {t(*¥}, our objective
is to dimension the network to carry the traffic matrix in its
entirety by using the minimum number of electronic ports
at the network nodes. A formulation of this traffic groom-
ing problem as an integer linear problem (ILP) is omitted,
but is available in [6]. The problem involves the following
conceptual subproblems (SPs): (1) logical topology SP: find a
set R of lightpaths that forms a virtual topology, (2) lightpath
routing and wavelength assignment (RWA) SP: solve the RWA
problem on R, and (3) traffic routing SP: route each traffic
component ¢ through the lightpaths in R. This is only
a conceptual decomposition that helps in understanding and
reasoning about the problem; in an optimal approach, the
subproblems would be considered together in the solution. The
first and third subproblems together constitute the grooming
aspect of the problem. In the problem formulation, the number
W of wavelengths is taken into consideration as a constraint
rather than as a parameter to be minimized.

The above traffic grooming problem defined on a general
topology is NP-hard, since the RWA subproblem is NP-
hard [3]. Next, we outline our hierarchical approach to traffic
grooming in general topologies.

A. A Hierarchical Approach to Traffic Grooming

Our approach borrows ideas from the hub-and-spoke
paradigm that is widely used within the airline industry.
Specifically, we assume that the network is partitioned into
clusters (or islands) of nodes, where each cluster consists of
nodes in a contiguous region of the network. The clusters
may correspond to independent administrative entities (e.g.,
autonomous systems), or may be created solely for the purpose
of simplifying resource management and control functions
(e.g., as in partitioning a single OSPF administrative domain
into multiple areas).

For the purposes of traffic grooming, we view each cluster
as a virtual star, and we designate one node as the hub
of the cluster. We refer to each cluster as a virtual star
because, even though the physical topology of the cluster
may take any form (and in fact may be quite different than a
physical star topology), the hub is the only node responsible
for grooming intra- and inter-cluster traffic. Consequently, hub
nodes are expected to be provisioned with more resources
(e.g., larger number of electronic ports and higher switching
capacity for grooming traffic) than non-hub nodes. Returning
to the airline analogy, a hub node is similar in function to
airports that serve as major hubs; these airports are typically
larger than non-hub airports, in terms of both the number of
gates (“electronic ports™) and physical space (for “switching”
passengers between gates).

The main idea behind our hierarchical grooming strategy is
to solve the first and third subproblems of the traffic grooming
problem (i.e., construct the logical topology and determine the
routing of traffic components on it) in two steps. In the first
step, we apply the StarTopology algorithm we describe in the
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(a) First—level clusters

Fig. 1. A 32-node WDM network, its partition into eight first-level clusters
B1,- -+, Bg, and second-level cluster B consisting of the eight first-level hubs

next section to each cluster; the result of this step is a set
of lightpaths within each cluster to route local (intra-cluster)
traffic, as well as inter-cluster traffic to and from the local
hub. In the second step, we view all the hub nodes as forming
a second-level virtual star, and we apply the StarTopology
algorithm once more to determine the lightpaths and corre-
sponding routing for inter-cluster traffic. Finally, given the
above collection of inter- and intra-cluster lightpaths, we solve
the RWA problem on the underlying physical topology of the
network. We provide a detailed description of this hierarchical
grooming algorithm in Section 1V.

To illustrate our approach, let us consider the 32-node
network in Figure 1. The bottom part of the figure shows a
partition of the network into eight clusters, By, - -, Bg, each
cluster consisting of four nodes. These clusters represent the
first level of the hierarchy. Within each cluster, one node is the
hub; for instance, node 2 is the hub for cluster B;. The top
part of the figure shows the second-level cluster, consisting
of the hub nodes of the eight first-level clusters; one of these
nodes, say, node 13, is selected as the hub node for the second-
level cluster. We emphasize that, while we view each cluster
as a virtual star, the actual physical topology of the cluster
is determined by the physical topology of the part of the

Fig. 2. A 4-node star with five lightpaths

original network where the cluster nodes lie; for example,
the four nodes of cluster Bg form a ring. Since the RWA
algorithm is performed on the underlying physical topology
after the logical topology has been determined, the lightpaths
will follow the most efficient paths in the network, despite
the fact that the StarTopology algorithm was developed for
physical stars (see the next section). Consider, for example,
cluster Bg with node 32 as its hub. Suppose that the logical
topology obtained by running the StarTopology algorithm
on the corresponding virtual star with node 32 as the hub,
includes the “one-hop” lightpath (28,32) and the “two-hop”
lightpath (31, 28). After running the RWA algorithm, the “one-
hop” lightpath may be routed over the path 28 —30 — 32 (since
node 28 is not directly connected to the hub node 32 of the
virtual star), while the “two-hop” lightpath may in fact be
routed over the direct link 31 — 28, completely bypassing the
hub node 32 (unlike a physical star where a two-hop lightpath
is optically switched at the hub). Similar observations apply
to all clusters at both levels of the hierarchy.

I1l. TRAFFIC GROOMING IN STAR NETWORKS

Let us consider a network with a star physical topology,
as in Figure 2. The network consists of N nodes, a central
hub node labeled 0, and N — 1 nodes labeled 1,---, N —
1, each connected to the hub over a bidirectional fiber link
(denoted by the thick solid lines in Figure 2) that can carry W
wavelengths in each direction. As before, we assume that C' is
the capacity of each wavelength, and that the traffic demands
are provided in the form of the traffic matrix 7 = [t(+9)].
In order to ensure efficient use of wavelength capacity, we
further assume that no traffic component is allowed to traverse
the same physical link back-and-forth. In other words, non-
hub nodes are not allowed to switch traffic, either optically or
electronically, and all traffic grooming is performed at the hub
node. Under these assumptions, there can be only two types of
lightpaths in the logical topology, denoted by the dotted lines
in Figure 2. The first type consists of single-hop lightpaths
which either originate at a non-hub node and terminate at the
hub node, or vice versa. The second type consists of two-hop
lightpaths that originate and terminate at non-hub nodes, and
are switched optically at the hub node.

Before we proceed, we note that for a star physical topology,
given a solution to the logical topology subproblem of the
traffic grooming problem we defined in the previous section,
the other two subproblems can be easily solved in polynomial
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Logical Topology Algorithm for Star Networks

Input: A star network with N nodes, W wavelengths, capacity C'
of each wavelength, and traffic matrix 7 = [t(*?].

Output: The set of lightpaths R in the logical topology such that
|R| is minimized; or failure if no feasible solution exists.

procedure StarTopology
begin
1. Reduce the traffic matrix 7", and record the residual
traffic matrix 7 = [tS.Sd)], t8D <oV s,d
2. Create single-hop lightpaths to carry the residual traffic
by electronically switching (grooming) it at the hub
Check feasibility; if infeasible, exit with failure
Uo < number of lightpaths in current logical topology
5. Sort all the residual traffic demands ¢**“ between non-hub
nodes s and d in non-increasing order, and label them as

~w

ti,ta, ... te k= (N —1)?

6. ¢« 1;// iteration index

7. while ¢; > 0 do

8. Create a new two-hop lightpath to route ¢; directly
from source to destination, if doing so does not
violate any wavelength constraints

9. U, < number of lightpaths in new logical topology

10. i—i+1

11. end while

12. Find the smallest of Uy, U1, ..., Unm, and return the
corresponding logical topology R as the solution
end

Fig. 3. Logical topology algorithm for star networks

time. Consider the RWA subproblem. Each of the lightpaths in
the logical topology is routed over the corresponding unique
path in the star topology, while wavelength assignment can be
performed in polynomial time [17]. Also, the routing of traffic
components (i.e., a solution to the third subproblem) is implicit
in the logical topology: components are routed over two-
hop lightpaths, if they exist, otherwise they are packed onto
single-hop lightpaths to the hub and then to their destination.
Therefore, in the remainder of this section we concentrate on
the first subproblem of traffic grooming.

Despite the special nature of the star topology, the problem
of finding a logical topology that minimizes the total number
of electronic ports (equivalently, the total number of lightpaths)
remains NP-hard [2]. We now present a greedy heuristic for
constructing a near-optimal logical topology in star networks
given the traffic matrix 7". The main idea behind the algorithm
is to assign direct two-hop lightpaths to as many of the largest
traffic demands as possible, while carrying smaller demands on
single-hop lightpaths to the hub for grooming. A pseudocode
description of the algorithm is provided in Figure 3, and its
steps are explained in detail below. As we discuss later, this
algorithm is used for obtaining the logical topology within
each cluster of a large network of general topology.

As a first step, we reduce the original traffic matrix 7' by
assigning direct lightpaths to all traffic demands ¢(*¢) that can
fill a wavelength (i.e., such that ¢©*# > (). Doing so does
not affect the optimality of the solution, since breaking such
lightpaths does not benefit either the wavelength constraints

or the objective of minimizing the number of lightpaths.

After reduction, the residual traffic demands to be groomed
are less than the wavelength capacity C, for each source-
destination pair. We obtain an initial solution by first car-
rying all such demands on single-hop lightpaths to the hub,
electronically grooming them there, and then carrying them
on single-hop paths to their respective destinations. In this
manner, traffic is packed as tightly as possible onto lightpaths
that traverse only one physical link. If, after this step, the
most congested link (the physical fiber that carries the largest
number of lightpaths) has more than W lightpaths, we can
conclude that no feasible solution exists.

The above all-electronic solution for the reduced traffic
matrix is generally not optimal with respect to minimizing
the number of lightpaths, because all lightpaths are very
short (single-hop). Intuitively, it would be possible to re-
route traffic demands between non-hub nodes onto direct
lightpaths that bypass the hub node, to create longer (two-hop)
lightpaths; doing so is desirable if the creation of a two-hop
lightpath leads to the elimination of two single-hop lightpaths,
decreasing the total number of lightpaths. However, if such
direct lightpaths carry only a small amount of traffic compared
with the wavelength capacity C, this approach may not lead
to a better solution. Although finding the optimal set of non-
hub demands for which to set up direct lightpaths is NP-hard
(since the star grooming problem is NP-hard [2]), intuition
suggests that a greedy approach of assigning lightpaths to the
largest traffic demands will work well in practice.

Steps 5-11 of the algorithm perform the greedy assignment
of lightpaths. At each iteration, we check whether creating
a direct two-hop lightpath for the largest traffic component
currently routed over two single-hop lightpaths would violate
the wavelength constraint . If so, we do nothing; otherwise,
we create the new two-hop lightpath and remove any single-
hop lightpaths for which this was the only traffic component
they carried. We continue in this manner, recording the total
number of lightpaths after every iteration, until no additional
two-hop lightpaths can be created. Among all the logical
topologies created at the end of each iteration, the algorithm
returns the one with the smallest number of lightpaths as the
solution. It is straightforward to see that the time complexity
of the star grooming algorithm is O(N?).

Figure 4 shows the evolution of the objective (number of
lightpaths in the logical topology) after each iteration of the
grooming algorithm, for a problem instance with N = 25
nodes. Iteration O corresponds to a logical topology in which
all traffic (after reduction) is carried on single-hop lightpaths
(Step 2 of the algorithm), resulting in a relatively large number
of lightpaths. As large traffic components get assigned to direct
two-hop lightpaths in subsequent iterations, the number of
lightpaths starts to decrease, implying that the creation of a
new two-hop lightpath leads to the removal of two single-hop
lightpaths and a decrease in the objective. In certain cases, the
creation of a two-hop lightpath results in the removal of only
one single-hop lightpath, and the objective is not affected. In
other iterations, the creation of a two-hop lightpath does not
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Evolution of the objective after each iteration of the StarTopology

lead to the removal of any single-hop lightpath, resulting in
an increase in the total number of lightpaths; this situation
happens more frequently in later iterations when smaller traffic
components are routed over direct lightpaths. Because of these
oscillations in the value of the objective, the algorithm in
Figure 3 returns the best logical topology found after all
iterations have completed. Finally, there are some iterations
during which no two-hop lightpath is created since doing so
would violate the wavelength constraint on some link (refer to
Step 8 of the algorithm). In this case, the value of the objective
does not change during the iteration. To distinguish this case
from the one in which one two-hop lightpath is created and
one single-hop lightpath is removed, in the graph of Figure 4
we do not plot any value for the objective when no lightpath
is created during an iteration.

We have conducted a large number of experiments to
evaluate the performance of the star grooming algorithm
under various traffic patterns and network sizes. Due to space
constraints, we show one representative experiment in Figure 5
for stars of size N = 10; this is the largest number of
nodes for which we were able to use CPLEX to obtain the
optimal solution to the corresponding ILP within a reasonable
amount of time (a few hours per problem instance). Figure 5
plots the grooming effectiveness of the optimal solution and
the solution obtained by our algorithm, for fifty problem
instances with N = 10 and random traffic patterns. The
grooming effectiveness is defined as the ratio of the number
of lightpaths in a solution of the traffic grooming problem
over the number of lightpaths required by the all-electronic
solution (i.e., when all traffic is switched electronically at
the hub). This normalized value allows us to compare results
among problem instances with very different traffic matrices;
obviously, a smaller value of grooming effectiveness implies
a better solution. As we can see, the solution obtained by
our algorithm tracks the optimal solution closely over all fifty
problem instances. Our algorithm gives results that are at most
four lightpaths more than the optimal; the average difference
is 2.96 lightpaths, which is less than 1% of the optimal values
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Fig. 5. Grooming effectiveness of the StarTopology algorithm, N = 10

for these instances. We have obtained similar results for a wide
range of problem instances [2].

IV. HIERARCHICAL GROOMING IN MESH NETWORKS

We now present the details of our hierarchical grooming
approach for networks with a general topology. Our primary
objective is to minimize the number of lightpaths in the
logical topology, however, we are also interested in keeping
the number of required wavelengths low.

The hierarchical grooming algorithm consists of three
phases:

1) Clustering and hub selection. Partition the network
into m clusters and designate one node in each cluster
as the hub.

2) Logical topology design and traffic routing. During
this phase, the first and third subproblems of the traffic
grooming problem are solved in an integrated manner.
This phase is further subdivided into three parts:

a) setup of direct lightpaths for large traffic demands;

b) intra-cluster traffic grooming; and

¢) inter-cluster traffic grooming.
The outcome of this phase is a set R of lightpaths for
carrying the traffic demand matrix 7', and a routing of
individual traffic components ¢(*® over these lightpaths.

3) Routing and wavelength assignment. Each of the
lightpaths in R are assigned a wavelength and path on
the underlying physical topology of the original mesh
network.

The following subsections discuss each of the three phases

of the algorithm in depth.

A. Clustering and Hub Selection

The objective of this phase is twofold. First, we partition
the network nodes into some number m of clusters, denoted
Bq,---, B,,. Second, we select one node in each cluster to
serve as the hub where grooming of intra- and inter-cluster
traffic is performed. Let n; denote the number of nodes in
cluster B;, n1 +ng +--- + n.,, = N, and h; denote the hub
of cluster B;.
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Clearly, the number of clusters, their composition, and the
corresponding hubs must be selected in a way that helps
achieve our goal of minimizing the number of lightpaths and
wavelengths required to carry the traffic demands. Therefore,
the selection of clusters and hubs is a complex and difficult
task, as it depends on both the physical topology of the
network and the traffic matrix 7. To illustrate this point,
consider the tradeoffs involved in determining the number m
of clusters. If m is very small, the amount of inter-cluster
traffic will likely be large. Hence, the m hubs may become
bottlenecks, resulting in a large number of electronic ports at
each hub and possibly a large number of wavelengths (since
many lightpaths may have to be carried over the fixed number
of links to/from each hub). On the other hand, a large value for
m implies a small number of nodes within each cluster. In this
case, the amount of intra-cluster traffic will be small, resulting
in inefficient grooming (i.e., a large number of lightpaths);
similarly, at the second-level cluster, O(m?) lightpaths will
have to be set up to carry small amounts of inter-cluster traffic.

The development of good clustering algorithms that lead
to a logical topology with a small number of lightpaths,
and which will not require a large number of wavelengths
when superimposed on the underlying physical topology, is the
subject of ongoing research within our group. In this paper, we
manually partition the network in Figure 1, and we experiment
with clusters of various sizes in Section VI.

B. Logical Topology Design and Traffic Routing.

1) Setup of direct lightpaths for large traffic demands:
During this step, we first reduce the traffic matrix 7 by
assigning direct lightpaths to all traffic demands ¢(*®) that are
greater than the wavelength capacity C, even if nodes s and d
belong to different clusters. Since carrying C' units of traffic
from source s to the local hub, then to the remote hub (if
different), and finally to the destination d, would require two or
three lightpaths, setting up direct lightpaths for such demands
is preferable given our goal of minimizing the total number
of lightpaths in the logical topology.

Following the reduction step, we also apply a “direct to the
destination hub” rule to set up lightpaths between some node
s and a remote hub A, if the total amount of traffic from s to
nodes d in h’s cluster >~ , ¢ > p x C, where p € (0.5,1) is
a parameter determined by the network designer; in our work,
we let p = 0.8. Setting up such lightpaths for large demands
to bypass the local hub node (i.e., the hub of in the cluster of
node s), has several benefits: the number of lightpaths in the
logical topology is reduced, the number of electronic ports and
switching capacity required at hub nodes is reduced (leading to
higher scalability), and the RWA algorithm may require fewer
wavelengths (since hubs will be less of a bottleneck).

Let R;,;; be the set of direct lightpaths created in this step.
Let 7, = [tﬁs‘i)] denote the matrix of residual traffic demands
(i.e., excluding those carried by the lightpaths in R;,;;) that
need to be groomed. Obviously, tﬁSd) < C for all s,d. Next,
we concentrate on setting up lightpaths to groom the demands

{49},

2) Intra-cluster traffic grooming: Consider the i-th cluster
B; with n; nodes, one of which, say, node h;, is designated
as the hub. We view cluster B; as a virtual star with a n; x n;
traffic matrix T; = [t\°")], defined as:

¢lod), s hi,d £ h;
(' = § UV T Y, d=h (1)
SSd) + ZIQB gzd), s = hz

In other words, if s and d are non-hub nodes, then tz(.s‘i)
represents the intra-cluster traffic from s to d. If, on the
other hand, node d (respectively, node s) is the hub node,
then tz(.s‘i) includes not only the intra-cluster traffic component
tﬁs‘i), but also the aggregate inter-cluster traffic originating at
node s (respectively, terminating at node d). This definition
of tz(.s‘i) when either s or d are the hub node, implements the
hierarchical grooming of traffic: all inter-cluster traffic, other
than that carried by direct lightpaths set up earlier, is first
carried to the local hub, groomed there with inter-cluster traffic
from other local nodes, carried on lightpaths to the destination
hub (as we discuss shortly), groomed there with other local and
non-local traffic, and finally carried to the destination node.

Given traffic matrix T, = [tf‘”], we view cluster B; as a
virtual star with hub h; and n; — 1 non-hub nodes. We apply
the StarTopology algorithm in Figure 3 to obtain the set of
lightpaths R; for carrying the demands {tf‘”}. Recall that
the lightpaths in R; are either “single-hop” (i.e., from a non-
hub node to the hub, or vice versa), or “two-hop” (i.e., from
one non-hub node to another). Hence, the routing of the traffic
components tESd) is implicit in the logical topology R;, as we
explained in Section I11.

We emphasize that, at this stage, we only identify the
lightpaths to be created; the routing of these lightpaths over the
physical topology is performed later. Depending on the actual
topology of the cluster B;, which may be quite different than
that of a physical star, once routed, the lightpaths in R; may
follow paths that do not resemble at all the paths of a physical
star. For instance, a “one-hop” lightpath from a non-hub node
of the cluster to the hub h; is routed on the unique link from
the node to the hub in a physical star; in our case, however, the
path followed by the lightpaths may consist of several links,
depending on the physical topology of the network and the
RWA algorithm (which we discuss in a moment). Similarly,
a “two-hop” lightpath is always switched optically at the hub
of a physical star; in a virtual star cluster, on the other hand,
a “two-hop” lightpath will be routed by the RWA algorithm
on the actual underlying topology, and its path may not even
pass through the hub h; at all, if doing so is more efficient
in terms of resource usage (e.g., if the two non-hub nodes are
connected by a direct link).

We perform intra-cluster grooming in this manner, by ap-
plying the StarTopology algorithm to each cluster B;, - - -, By,
in isolation. As a result, at the end of this step, we identify a
set of lightpaths R = R1 U Ry U --- U Ry, for carrying
all intra-cluster traffic.
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Logical Topology Algorithm for Mesh Networks

Input: A mesh WDM network with N nodes partitioned in m
clusters By, - - -, B, hub h; of cluster B;, W wavelengths per link,
capacity C' of each wavelength, and traffic matrix 7' = [t(Sd)]
Output: The set of lightpaths R in the logical topology, and the
routing of the traffic components ¢*%, such that |R| is minimized

Procedure MeshTopology
begin // Set up direct lightpaths
1. Reduction: create direct lightpaths for demands > C
2. Direct to destination hub: create lightpaths to hub nodes
when the aggregate traffic to a cluster is large (> 0.8 x C)
3. Rinit < initial set of direct lightpaths
/I Intra-cluster grooming
T, = [t4°Y] — residual traffic matrix
fori=1,---,mdo
6. T, = [t{*?] — intra-cluster traffic matrix for
cluster B;, computed from expression (1)
7. R; < set of lightpaths obtained by running the
StarTopology algorithm on virtual star B; with hub h;
end for
Rintra‘_RlLJRQU"'URm
/I Inter-cluster grooming
10. B « cluster consisting of m hub nodes hi, - -, hm
11. h < hub of cluster B
12. Tinter < the m x m inter-cluster matrix from
expression (2)
13. Rinter < Set of lightpaths obtained by running the
StarTopology algorithm on virtual star B with hub A
14. Return the set of lightpaths R = Rinit U Rintra U Rinter
end

o~

© ®

Fig. 6. Logical topology algorithm for mesh networks

3) Inter-cluster traffic grooming: At the end of intra-cluster
grooming, all traffic (other than that carried by the initial direct
lightpaths) from the nodes of a cluster B; with destination
outside the cluster, is carried to the hub h; for grooming
and transport to the destination hub. In order to groom this
traffic, we consider a new cluster B that forms the second-
level hierarchy in our approach. Cluster B consists of the
m hub nodes hq,---, h.,, Of the first-level clusters. Let h €
{h1,- -, hn} be the node designated as the second-level hub.
We view cluster B as a virtual star with a m x m traffic
matrix Tinter = [t(}”’”)] representing the inter-cluster traffic

inter

demands. This inter-cluster matrix is defined as:

hih; .. . .
tz(’nte;) = Z t7(487d)7 ) = 17 T, MM, 1 7é J (2)
s€B;,deB;

We now apply the StarTopology algorithm in Figure 3 to the
virtual star B with hub h, and we obtain the set of lightpaths
Rinter to carry the traffic demands {tz(.Z;‘Z,{)}. Again, we
emphasize that the routing of these lightpaths is performed on
the underlying physical topology, thus, the same observations
regarding the routing of the intra-cluster lightpaths above also
apply to the lightpaths in R, e

Figure 6 provides a pseudocode description of the hierar-
chical logical topology algorithm. The time complexity of the
algorithm is determined by the application of the StarTopology
algorithm for intra- and inter-cluster grooming in Steps 5-8

and 13, respectively. The for loop in Steps 5-8 is executed m
times, where m is the number of first-level clusters. During
the ¢-th iteration of the loop, the StarTopology algorithm is run
on a cluster of size n;, taking time O(n?). Since n; > 1 and
ni+ -+ n, = N, we have that N < n? + .- 4+ n2, <
N?2, hence the for loop takes time O(N?). Step 13 calls
the StarTopology algorithm on the second-level cluster with
m nodes, taking time O(m?). Since m < N, the overall
complexity of the algorithm is O(N?).

Finally, we note that we considered only two levels of
clusters in our grooming algorithm. However, for networks
of very large size, our approach can be extended to three or
more levels of hierarchy in a straightforward manner.

C. Routing and Wavelength Assignment

The outcome of the logical topology design phase is a set
of lightpaths R = Rinit + Rintra + Rinter, and an implicit
routing of the original traffic components ¢(*?) over these
lightpaths. Our objective is to route the lightpaths in R over
the underlying physical topology, and color them them using
the minimum number of wavelengths. The RWA problem on
arbitrary network topologies has been studied extensively in
the literature [1], [3], [9], [10], [15]. In this work, we adopt
the LFAP algorithm [15] which is fast, conceptually simple,
and has been shown to use a number of wavelengths that is
close to the lower bound. For completeness, we now describe
the main steps of the LFAP algorithm.

1) Calculate a shortest path for all source-destination pairs
for which a direct lightpath must be set up. List the
lightpaths in R in non-increasing order of the length of
their shortest path. Let the current wavelength w « 1.

2) Consider each lightpath in the ordered list, and as-
sign wavelength w and the corresponding pre-computed
shortest path to as many lightpaths as possible; remove
these lightpaths from the list.

3) Remove from the network topology all the links carrying
lightpaths assigned wavelength w in the previous step.
Consider the lightpaths remaining in the ordered list
and compute a new shortest path on the new topology.
Assign wavelength w and the corresponding new short-
est path to as many lightpaths as possible. Remove the
lightpaths that have been assigned a path and wavelength
from the ordered list, and restore the original network
topology.

4) If the ordered list of lightpaths is empty, stop; otherwise,
set w < w 4+ 1 and repeat from Step 2.

V. LOWER BOUNDS

We now obtain lower bounds on both the number of
lightpaths and the number of wavelengths required to carry
the traffic matrix T". These bounds are obtained independently
of the manner (e.g., hierarchical or otherwise) in which traffic
grooming is performed. Therefore, the bounds are useful in
characterizing the effectiveness of our algorithm for problem
instances for which it is not possible to solve the ILP directly
to find an optimal solution.
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A. A Simple Lower Bound on the Number of Lightpaths

A simple lower bound F' on the total number of lightpaths
(our main objective) is given by:

- (Z {ngsd)w 3 [ZS(?S@D @

s d

F' =

This bound is based on the observation that each node must
source and terminate a sufficient number of lightpaths to carry
the traffic demands from and to this node, respectively. This
bound can be determined directly from the traffic matrix 7.

B. A Lower Bound on the Number of Wavelengths

Consider a cut of the network, and let ¢ be the maximum
amount of traffic that needs to be carried on either direction of
the links in the cut set. Let & be the number of links in the cut
set, and C' the capacity of each wavelength. Then, the quantity
[t/EC] is a lower bound on the number of wavelengths for
carrying the given traffic matrix. This bound does not require
any information regarding the logical topology or the routing
and wavelength assignment of lightpaths.

We used the METIS software [11] to obtain a bisection of
the 32-node network in Figure 1 into two groups of roughly
equal size with the minimum number of links in the cut set.
We use this bisection (whose cut set consists of the five links
(10,18), (11,19), (15,20), (14,26), and (16,31), and partitions
the network into two groups of 15 and 17 nodes each) to obtain
a lower bound on the number of wavelengths for all problem
instances we consider.

We also note that, once a logical topology has been de-
termined, a lower bound on the number of wavelengths for
this particular topology can be obtained by determining the
maximum number of lightpaths that travel across the cut in
either direction, and dividing it by the cut size. We expect
that this bound will be higher than the one that is independent
of the logical topology, and the amount of increase is an
indication of the performance of the logical topology design
algorithm.

VI. NUMERICAL RESULTS

In this section, we present experimental results to demon-
strate the performance of our hierarchical grooming algorithm.
In all our experiments we use the network with N = 32
nodes shown in Figure 1. In order to evaluate the hierarchical
grooming approach under various cluster sizes and study the
tradeoffs involved, we partition the network into one, two,
four, or eight clusters. Table | shows the composition and hub
node (shown in bold) of each cluster; the eight-cluster partition
By, -+, Bg is identical to the one shown in Figure 1.

The traffic matrix 7' = [t(*?)] of each problem instance we
consider is generated by drawing N (/N — 1) random numbers
(rounded to the nearest integer) from a Gaussian distribution
with a given mean ¢ and standard deviation o that depend on
the traffic pattern. We consider two traffic patterns here:

1) Random pattern. We have found that random patterns
are often challenging in the context of traffic grooming,

since the matrix does not have any particular structure
that can be exploited by a grooming algorithm. To
generate a traffic matrix for a problem instance, we let
the standard deviation of the Gaussian distribution be
150% of the mean ¢. Consequently, the traffic elements
t(sd) take values in a wide range around the mean,
and the loads of individual links also vary widely. If
the random number generator returns a negative value
for some traffic element, we set the corresponding (5%
value to zero.

2) Locality pattern. This traffic pattern is designed to cap-
ture the traffic locality property that has been observed in
some networks. Specifically, if the mean of the Gaussian
distribution for node pairs that have shortest distance 1 is
t, then the mean for node pairs with shortest distance 2
(respectively, 3) is set to 0.8t (respectively, 0.6t); for
all other pairs, the mean is set to 0.2¢. We also let the
standard deviation of the Gaussian distribution be 20%
of the mean.

Figures 7 and 8 and Table Il present experimental results
obtained by applying the MeshTopology algorithm to each
of the four clusterings of the 32-node network, as shown in
Table 1. For each clustering, we generated thirty instances
of the problem, and the traffic matrix of each instance was
created according to the random traffic pattern. Figure 7
plots, for each problem instance, the number of lightpaths
created by the MeshTopology algorithm for each clustering,
as well as the lower bound on the number of lightpaths from
expression (3). Figure 8 plots, for each problem instance,
the number of wavelengths required to establish the logical
topology for each clustering, as well as two lower bounds
on the number of wavelengths. The bottom curve in the
figure is the lower bound based on the bisection of the 32-
node network (refer to Section V-B); this lower bound is
independent of how the traffic grooming problem is solved.
The next higher curve is the best of the four topology-specific
lower bounds. Each bound corresponds to the logical topology
of a clustering as explained in Section V-B. Finally, Table Il
presents aggregate statistics over all thirty problem instances
regarding the average lightpath length, the average maximum
hub degree, and the average number of wavelengths.

We observe that as the number of clusters into which the
network is partitioned increases, the total number of lightpaths
in the resulting topology increases gradually (Figure 7). On
the other hand, the number of required wavelengths generally
decreases as the number of clusters increases (Figure 8), and
so do the average lightpath length and the maximum hub
degree. These results can be explained by noting that, as
the number of clusters increases, the size of each cluster
decreases. With a smaller cluster size, more lightpaths are
necessary for both intra-cluster traffic (since the amount of
traffic within a cluster is relatively small and lightpaths are
not utilized efficiently) and inter-cluster traffic (since each
hub has to establish lightpaths to a larger number of hubs in
other clusters). Also, intra-cluster lightpaths are shorter when
clusters are small, and these short lightpaths are less likely to
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#Clusters Cluster composition and hub nodes
1 {BlUBzUBgUB4UB5UB6UB7UBg(13)}
2 {Bl U B2 U B3 U By (13)}, {B5 U Bg U B7 U Bg (15)}
4 {B1U B> (1)}, {Bs U B4 (5}, {Bs U Bs (21)}, {Br U Bs (32)}
8 {B1, 2}, {B2, 11}, {Bs, 5}, {Ba, 13}, {Bs, 21}, {Bs, 25}, {Br, 15}, {Bs, 32}
TABLE |

CLUSTER AND HUB SELECTION FOR THE 32-NODE NETWORK IN FIGURE 1

#Clusters ~ Avg LP Length  Avg Max Hub Degree = Wavelengths
1 3.17 266 60
2 3.07 228 60
4 2.93 183 59
8 2.84 143 56
TABLE 1l

AGGREGATE STATISTICS FOR THE RANDOM TRAFFIC PATTERN
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Fig. 7. Number of lightpaths for various numbers of clusters, 32-node
network of Figure 1 with random traffic pattern

share links, resulting in fewer wavelengths. At the same time,
there is relatively less traffic to be groomed at each hub, hence
hub degrees (and hub cost) decrease; the fact that hubs are less
of a bottleneck also reduces the wavelength requirements.

Form Figure 7, we note that the number of lightpaths created
by our hierarchical grooming approach are only about 25-
30% above the lower bound, and this behavior is consistent
across all problem instances. We believe, however, that this
lower bound is rather loose since expression (3) does not
take into consideration the underlying physical topology; we
are currently working on obtaining a tighter bound. From
Figure 8, we observe that, with appropriate clustering, the
wavelength requirements of our approach are close to the
lower bound obtained from the bisection. We also emphasize
that the topology-specific lower bound (see Section V-B) lies
only slightly above the overall lower bound that is indepen-
dent of the specific grooming approach. In other words, our
hierarchical approach does not adversely affect the wavelength
requirements for a given traffic matrix.

Figures 9 and 10, and Table Il are similar to the ones
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2 Clusters @

70 |

8 Clusters -+

65 - x

No. of Required Wavelengths

40 I I I I I
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Fig. 8. Number of wavelengths for various numbers of clusters, 32-node
network of Figure 1 with random traffic pattern

above, except that they show results for the locality pattern.
As we can see, the general trends in these results are very
similar to the ones we observed with the random traffic
pattern. In particular, as the number of clusters increases, the
total number of lightpaths also increases moderately, while
the number of wavelengths, the average lightpath length and
the maximum hub degree all decrease. However, comparing
the absolute values to the ones obtained with the random
traffic pattern reveals the effect of the traffic pattern on the
overall solution. For instance, the average lightpath length is
significantly smaller under the locality pattern, due to the fact
that most of the traffic is destined to nodes near by, therefore,
it is more likely to be confined within a cluster. There is
a similar effect on the number of required wavelengths: a
large cluster size is likely to force longer, indirect lightpaths
which may cause wavelength collisions and require a larger
number of wavelengths. Consequently, there is a significant
drop in the wavelength requirements as we move from one
to eight clusters (Figure 10), that is more pronounced than
the one in Figure 8. Also, the clustering affects the maximum
hub degrees much more dramatically than under the random
pattern. In particular, when there are few clusters, even traffic
destined locally is forced to travel to a relatively remote hub,
increasing the degree of the hub (and the required electronic
switching capacity) significantly. Increasing the number of
clusters allows most of the traffic to remain within a cluster;
as a result, the maximum hub degrees decrease by 66% when
there are eight clusters compared to one cluster, while the
corresponding decrease for the random pattern is about 46%.
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#Clusters  Avg LP Length  Avg Max Hub Degree = Wavelengths
1 2.49 484 67
2 2.47 318 62
4 2.34 217 62
8 2.28 164 44
TABLE Il

AGGREGATE STATISTICS FOR THE LOCALITY TRAFFIC PATTERN
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Fig. 9. Number of lightpaths for various numbers of clusters, 32-node

network of Figure 1 with the locality traffic pattern

Overall, the results we presented demonstrate that our traffic
grooming approach can be efficiently applied to large size
networks and produce hierarchical logical topologies whose
lightpaths and wavelength requirements are reasonably close
to the corresponding lower bounds. We have also identified
important tradeoffs between the number of clusters (or, equiv-
alently, the cluster size) and pertinent performance metrics
such as the total number of lightpaths and wavelengths, the
average lightpath length, and the hub degrees. We have also
shown that the tradeoffs depend on the traffic pattern, as well
as on the underlying network topology (although we presented
results for a single topology here, the reader is referred to [2]
for experiments involving various topologies). Therefore, our
current research focus is on developing appropriate clustering
techniques for traffic grooming.

VI1lI. CONCLUDING REMARKS

We have presented a new framework for efficient and
scalable traffic grooming in mesh WDM networks. We are
currently developing algorithms which take into account the
physical topology and traffic matrix to partition the network
nodes into clusters and select hubs. We are also investigating
dynamic grooming approaches that leverage the cluster hier-
archy and hub infrastructure.
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