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With the ever-increasing size of training models and datasets, network communication has emerged as a major
bottleneck in distributed deep learning training. To address this challenge, we propose an optical distributed
deep learning (ODDL) architecture. ODDL utilizes a fast yet scalable all-optical network architecture to accel-
erate distributed training. One of the key features of the architecture is its flow-based transmit scheduling with
fast reconfiguration. This allows ODDL to allocate dedicated optical paths for each traffic stream dynamically,
resulting in low network latency and high network utilization. Additionally, ODDL provides physically isolated
and tailored network resources for training tasks by reconfiguring the optical switch using LCoS-WSS technol-
ogy. The ODDL topology also uses tunable transceivers to adapt to time-varying traffic patterns. To achieve
accurate and fine-grained scheduling of optical circuits, we propose an efficient distributed control scheme that
incurs minimal delay overhead. Our evaluation on real-world traces showcases ODDL’s remarkable performance.
When implemented with 1024 nodes and 100 Gbps bandwidth, ODDL accelerates VGG19 training by 1.6 x and
1.7 x compared to conventional fat-tree electrical networks and photonic SiP-Ring architectures, respectively. We
further build a four-node testbed, and our experiments show that ODDL can achieve comparable training time
compared to that of an ideal electrical switching network. © 2024 Optica Publishing Group

https://doi.org/10.1364/JOCN.511696

1. INTRODUCTION

Deep learning has emerged as a primary tool for cognitive
applications, such as image classification, object detection, and
language translation [1]. The success of deep learning is driven
by increasing training datasets and model size, which require
a large amount of computation [2]. However, the training
process may take tens of days with increased computation [3].
Therefore, distributed deep learning (DDL) training, which
accelerates the speed of training with scalable parallel hard-
ware, is becoming a popular solution. Among the parallelism
mechanisms for DDL, data parallelism is a typical and widely
used one [4,5]. A large number of parameter updates need to
synchronize in data-parallel training, leading to significant

halving and doubling (HD) Allreduce [12]. Moreover, it is also
important to optimize the underlying network architecture for
distributed training. High-bandwidth network solutions such
as NVIDIA DGX [13] have been proposed to improve the
performance of intra-node communication. However, inter-
node architectures have much lower bandwidth and higher
latency than intra-node, which has become the main bottle-
neck of the performance of DDL [14]. For inter-node network
architecture, the conventional multi-layer electrical network
suffers from high latency, which is caused by multi-hop trans-
mission and limited switching bandwidth. Fortunately, with
recent advancements in photonic technology, it is now possible
to provide extra high bandwidth for intra-node communi-

communication overhead that may account for as high as 90%
of the total time [3]. Thus, communication has become the
major bottleneck of large-scale DDL frameworks.

One of the major collective communication operations in
distributed training is Allreduce, which sums and averages
the data among workers [6]. Lots of previous works [7-9]
focus on the Allreduce algorithm optimization to achieve
either bandwidth-optimal, such as ring Allreduce [10,11], or
latency-optimal, such as recursive doubling (RD) or recursive
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cation [15,16]. In addition, a fast optical switch can adapt
the topology dynamically to different communication algo-
rithms. With the dynamic topology reconfiguration, network
resources may be fully utilized, and latency overhead may be
minimized. Therefore, all-optical switching architecture is a
promising solution to optimize communication performance
for generalized distributed training applications.

Traditional high-port optical circuit switches (OCSs) are
relatively slow in that they take tens of milliseconds (relatively
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slow) to reconfigure; therefore, they are often used as sup-
plementary elements in electrical networks [17-19]. These
architectures can reduce the congestion in electrical networks,
but their performance is limited by the bandwidth of the
electrical network. All-optical networks based on slow OCSs
usually reconfigure the network when the traffic pattern
changes significantly in order to avoid frequent reconfigura-
tion. In this case, the network needs an over-provision of
circuits to guarantee all communication requirements during
the period. As a consequence, the node must integrate more
network interfaces, and the optical switch must provide more
ports per application, resulting in low network utilization.
An OCS network with fine-grain transmit scheduling, which
reconfigures the network on a per-flow or per-destination basis,
can increase network utilization, thereby improving the scala-
bility of the network architecture. To achieve finer granularity
of transmitting scheduling, system-level network reconfigura-
tion time, which includes optical switch reconfiguration time,
network control time, and link establishment time, should be
in the order of microseconds even to nanoseconds. Fortunately,
fast wavelength switching technology based on a tunable laser
is a promising solution to implement nanosecond optical
switching. Although the switching capacity of fast wavelength
switching is limited by the number of available wavelengths, we
can overcome this bottleneck by combining it with a scalable
and wavelength-sensitive optical switch.

This paper proposes optical DDL (ODDL), a high-
bandwidth and flat all-optical switching architecture that
employs fine-grained topology reconfiguration to improve the
performance of large-scale DDL. ODDL leverages fast optical
switch technology and a highly efficient distributed control
plane to achieve real-time network configuration to adapt
the topology to the communication demand. Specifically, the
distributed control plane includes an arbiter for initialization
and control units implemented in each transceiver. The control
units configure the optical circuit by tuning the wavelength of
transmitters during the training and guarantee that the pay-
load is transmitted in the correct timeslot. The transmission
states are synchronized between control units of the source
and the destination when a new circuit needs to be built to
avoid disturbing ongoing payload transmission. Furthermore,
the proposed distributed control plane does not need global
synchronization, keeping the control overhead low and stable
when the system scales up. Our work makes the following
contributions:

* We introduce ODDL to facilitate distributed training
applications via flow-based topology reconfiguration, which
achieves single-hop communication for each flow and maxi-
mizes the link utilization with highly dynamic traffic pattern
matching.

* We analyze the scalability of ODDL in terms of port
and wavelength, which determine the scale of the system
and the maximum parallelism of training supported by the
architecture. The utilization of a multi-dimensional intercon-
nection topology and the availability of abundant wavelength
resources supported by optical devices allow ODDL to scale up
to thousands of nodes and support high levels of parallelism.

* We design a fine-grained transmit scheduling imple-
mented within the distributed control plane, including the
optimized communication library and control unit embedded
in the network interface of each node.

* We develop a detailed simulator with real training traces
to evaluate the performance of ODDL as the system size
increases, and simulation results show that ODDL speeds up
the training time significantly compared with the electrical
network and another optical solution.

* We build a four-node prototype to validate the feasibility
of ODDL, and we show that it achieves an overall performance
comparable to ideal one-tier electrical switching networks.

Opverall, our solution takes advantage of a fast reconfigurable
all-optical network to accelerate communication in distributed
training and implements an efficient control plane for the
network with flow-based transmit scheduling. The rest of the
paper is organized as follows. In Section 2, we review earlier
works on network architectures for distributed training. We
describe the overall fast all-optical switching architecture for
DDL in Section 3. In Section 4, we present the distributed
control plane for the proposed architecture. We evaluate the
performance of the proposed architecture with simulations
and a four-node prototype in Section 5. We discuss potential
applications and the future optimization direction of ODDL
in Section 6, and we conclude the paper in Section 7.

2. RELATED WORK

The network architecture of DDL has been the subject of
extensive research [20-25]. In [23], researchers study different
electrical network topologies for DDL and compare the con-
ventional fat-tree with BCube topology. Theoretical analysis
and simulation results show that BCube can achieve higher
performance than fat-tree topology in terms of synchronization
time because servers in BCube offer more input/output ports
and BCube achieves better load balance. This work proves that
the performance of DDL can benefit from network topology
optimization. However, the topology of the electrical net-
work is fixed once the network devices are deployed, and the
performance of DDL may be limited by electrical switching
bandwidth and the fixed topology.

Other researchers explore the potential of the optical
network to adapt the topology to traffic patterns in DDL.
References [26-28] use OCSs to interconnect top-of-racks
(ToRs) and dynamically configure the OCS to match the
traffic pattern. In Ref. [29], SiP-based OCSs are inserted
between ToRs and aggregation switches, and between servers
and ToRs. This work utilizes the OCS for server regrouping
and bandwidth steering, thus optimizing ring Allreduce and
synchronized parameter server algorithms. The reconfigurable
optical network can help alleviate network congestion or
reduce transmission hops in the electrical network. As band-
width requirements increase in distributed training, network
performance will be limited by electrical switching capacity.

Google’s Jupiter datacenter [30] enables topology recon-
figuration with OCS components and topology engineering
technology. Jupiter uses large-port micro-electro-mechanical
systems (MEMSs) to interconnect aggregation blocks to form



block-level direct-connect topology, which can support differ-
ent speed links and heterogeneous blocks. Since it is difficult
to make an accurate short-term prediction of datacenter traf-
fic, reconfiguration usually takes place every few weeks. By
implementing topology engineering with an OCS, the Jupiter
datacenter reduces its minimum round-trip time (RTT) and
flow completion time (FCT). Furthermore, Google TPU v4
utilizes an optical reconfigurable direct-connect network to
improve the performance specifically for DDL tasks. This
network is strategically employed to enhance availability and
utilization for large DDL workloads. TPU v4 can adaptively
reconfigure the static topology according to the specific paral-
lelism and communication requirements before the training.
However, TPU may suffer from long-distance transmission
and link contention during the training.

SiP-ML [24] proposes two all-optical solutions for DDL.
SiP-ML framework utilizes a commercial OCS and a high-
speed SiP-Ring switch to fulfill the communication demand
and implements job placement with consideration of the con-
nectivity degree of the optical network. Since the commercial
OCS has a high reconfiguration time, the reconfiguration
granularity of the OCS is application-level. At the same time,
SiP-Ring can reconfigure the network with the estimate of
the global traffic matrix due to its sub-ps reconfiguration
time. When the architecture is extended to a large network,
the performance of the network may be constrained by wave-
length contention in the optical ring. TopoOpt [31] employs
a slow OCS to achieve static topology optimization for dis-
tributed training. TopoOpt jointly optimizes topology and
parallelization strategy to improve network performance.
However, as distributed training workloads can exhibit signifi-
cant variations in traffic patterns over time, TopoOpt may face
challenges in adapting to these time-varying traffic patterns in
DDL.

Several control schemes have been proposed by researchers
to optimize optical switching networks in data centers.
CBOSS [32] uses a software-defined networking (SDN)-based
approach as its control plane. In this scheme, the scheduling
application computes the timeslots assigned to each source-to-
destination flow. The upper-layer centralized controller within
the software stack processes incoming requests, computes slots
for these requests, and subsequently dispatches messages to
the respective nodes. However, this multi-step process intro-
duces additional control delays in the software stack. Another
approach, presented in [33], leverages a field programmable
gate array (FPGA)-based controller to mitigate control delays.
This scheme monitors all states of the whole network, limiting
the scalability of the control plane. The studies in [33,34]
employ a sub-ps control scheme to achieve fast reconfigurable
optical networks. Their approach of using the point-to-point
configuration for all controllers and ring topology may suffer
from low efficiency when scaled to large numbers of nodes.

The predictable nature of traffic in DDL enables the uti-
lization of fine-grained reconfiguration. While this approach
significantly improves bandwidth efficiency, it imposes a heavy
burden on the control plane due to frequent configuration
updates. In this study, we address this challenge by implement-
ing configuration decisions at the hardware layer to minimize
control delays. Additionally, recognizing the communication

pattern inherent in the Allreduce algorithm, we propose a
distributed implementation of the control process, avoiding
global information collection and management. This design
aims to further reduce control overhead and ensure optimal
performance, especially when scaled to thousands of nodes
(refer to Section 4).

To leverage the advantages of an all-optical network and
exploit the predictability of traffic of distributed deep learning,
this paper introduces a scalable and highly dynamic recon-
figurable all-optical network architecture, where the circuit is
scheduled on a per-flow basis to match the communicating
demand of machine learning accurately. Moreover, to sus-
tain an acceptable level of control overhead as the system size
increases, this paper introduces a distributed control plane.
This control plane strategically exploits the inherent traffic
patterns, thereby reducing control overhead. It collaborates
with the communication library, enhancing the precision of
reconfiguration decisions to ensure optimal performance.

3. ODDL ARCHITECTURE

Some communication algorithms of Allreduce have been
proposed to improve the performance of data parallelism.
Among these, ring and HD Allreduce are the most widely
used Allreduce algorithms [2,11,12]. As depicted in Fig. 1, the
ring Allreduce only communicates with two adjacent nodes,
achieving good throughput. However, it requires 2(N — 1)
steps, a quantity that scales linearly with the number of nodes
N, resulting in low communication efficiency as the system
expands. In contrast, as exemplified in Fig. 2, HD Allreduce
requires 2 log, N steps. However, in conventional fat-tree
networks, certain long-distance communication (e.g., all
communications in step 1) may suffer from severe contention
within multi-level electrical switches. We also observe that the
traffic pattern characteristic of HD Allreduce exhibits periodic-
ity and each node only communicates with one node per step.
Consequently, we can utilize the dynamic reconfigurability
inherent in optical switching networks to provide single-hop
transmission for communications at each step. This method
can improve bandwidth utilization and reduce network latency.

The overall architecture of ODDL is shown in Fig. 3.
ODDL implements a highly dynamic all-optical switching
network for distributed training. Specifically, we implement
flow-based transmit scheduling with fast optical link reconfig-
uration and achieve scalable architecture with NV x M liquid
crystal on silicon (LCoS) wavelength selective switch (WSS)
devices. The control plane is separated from the data plane,
which allows for high utilization of optical links and efficient
data transmission through control messages. In this work,
the control plane, which consists of control units, the arbiter,

Communication in ring Allreduce with eight nodes.

Fig. 1.
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the control network, and the optical communication library,
is responsible for network reconfiguration control and the
transmission of small-size control messages. A scalable optical
switch and high-speed tunable optical transceivers are used
to implement the optical transmission plane, which provides
a dedicated single-hop link for each traffic flow. At the end
of the network, an optical network interface card (ONIC) is
designed to ensure a reliable communication process during
the reconfiguration of optical networks.

A. Reconfiguration Scheme

Current typical optical switch technology can be divided into
two types according to switching speed: fast switching and
slow switching. Fast switching technology, such as silicon
photonics switches and tunable transceivers, can be used for
fine-grained topology reconfiguration to match dynamically
changing traffic. At the same time, current slow switching
technology, such as a WSS, is commercially available and can
offer enough ports to interconnect all needed resources for
the application. Therefore, we utilize LCoS based WSS and

tunable transceivers to implement topology reconfiguration in
two dimensions. As shown in Fig. 4, the optical switch based
on an LCoS-WSS is configured by the arbiter when a new
training task arrives. Then, allocated nodes can be connected
by different wavelengths (or wavelength groups), forming a
subnetwork for the application. The optical switch based on
an LCoS-WSS will not be reconfigured until training ends, to
minimize reconfiguration overhead induced by configuring the
optical switch.

Notice that the communication demand is mainly deter-
mined by the communication library in the software stack,
and the predictability of traffic patterns simplifies the sub-
network setup process. Taking the eight-node HD algorithm
as an example (shown in Fig. 2), Node 1 will communicate
to Node 5, 3, and 2. Therefore, in the stage of optical switch
reconfiguration, we only need to ensure the necessary com-
munication defined in the HD algorithm, i.e., that Node 1
should be reachable to Node 2, 3, and 5 with specific wave-
lengths. During WSS reconfiguration, we simply ensure these
connections are established with specific wavelengths (Table 1).
Reconfiguring the WSS unlocks significant advantages for
ODDVL’s scalability and flexibility. HD Allreduce can be
implemented using only log, N wavelengths or wavelength
groups, meaning tunable lasers need only to support this
more compact set. This significantly enhances system scala-
bility while maintaining efficient communication patterns.
Furthermore, WSSs can be configured for multi-wavelength
connections between ports to enable higher bandwidch. For
instance, when an application requires 256 nodes, tunable
lasers with 8 wavelengths can provide 1 wavelength for each
destination for HD Allreduce. Conversely, if another appli-
cation requests 16 nodes, the tunable laser can allocate 2
wavelengths per destination, doubling the bandwidth for those
connections. This dynamic allocation contrasts with the oper-
ation of arrayed waveguide grating routers (AWGRs), which
employ fixed wavelength routing. With AWGR, the number
of wavelengths required in a tunable laser is determined by the
size of the entire system, and the bandwidth cannot be adjusted
due to the fixed routing rule.

During the training process, the optical circuit is recon-
figured by tuning wavelength in transceivers according to
communication demand. As an example shown in Fig. 4,
Node 1 is connected to Node 5, Node 3, Node 2, Node 3, and
Node 5 in turn by tuning the wavelength from X, to A3, A1, A3,
and A,, as shown in Table 1.

In ODDL architecture, commercial network interface cards
(NICs) are no longer suitable for fast link reconfiguration,
since they cannot ensure whether data flows are sent at the
correct timeslot when the optical link is properly configured.
Therefore, we design an FPGA-based ONIC to achieve fast
and accurate reconfiguration. The block diagram of ONIC is
shown in Fig. 5. Link reconfigurations based on wavelength
switching and payload transmission are both managed by the
control unit. Specifically, the datapath is allowed to transmit
payload only when the optical link is correctly established. At
the same time, the transceiver is allowed to switch wavelengths
only when no payload transmission taking place. ONIC offers
a reliable physical link to avoid payload retransmission caused
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Table 1. Routing Table of a WSS for Eight Allocated
Nodes
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Fig.5. Block diagram of the ONIC.

by packet loss. Furthermore, the clock recovery block is accom-
plished to handle the nanosecond precision clock and phase
synchronization, thus supporting fast physical link establish-
ment. The control unit synchronizes control messages with
other nodes and the arbiter via the electrical control network,
preferable for small-size control message transmission. The
control plane will be further described in Section 4.

B. Hardware Implementation

There are two processes during network reconfiguration:
optical link establishment and physical link establishment.

Since optical link establishment mainly depends on the tun-
ing speed of the laser, we apply a distributed feedback (DFB)
tunable laser, which can switch wavelengths on the order of
tens of nanoseconds. The tunable laser supports wavelength
tuning in the range of the C band to be compatible with the
LCoS-WSS device. Furthermore, the speed of physical link
establishment mainly depends on the speed of clock and data
recovery (CDR). The conventional CDR solution usually takes
hundreds of milliseconds [35], making it impossible for fast
link reconfiguration. However, with the recent clock phase
caching technique, CDR locking time can be sub-nanosecond
[36]. With fast tunable lasers and CDR techniques, the optical
reconfiguration process can be implemented on the order of
sub-microseconds, enabling shorter reconfiguration timeslots.

The growing maturity of LCoS technology has driven the
commercialization of larger WSS configurations, such as
8 x 8 [37], 8 x 16 [38], and 8 x 24 devices [39]. Notably,
recent developments have yielded contentionless 32 x 32 WSS
products [40]. Furthermore, a larger-port N x N WSS can
be constructed using a small-port WSS with the implemen-
tation of Clos topology [41], shown in Fig. 6. For example, a
non-blocking 64-port WSS can be constructed with 8 8 x 16
ingress WSS modules, 16 8 x 8 middle WSS modules, and 8
16 x 8 egress WSS modules [41,42].

An optical switch based on an LCoS-WSS can route the
signal by the port granularity and wavelength granularity to
support two-dimensional reconfiguration. Additionally, an
LCoS-WSS can be partly configured without disturbing cur-
rent communication, so the application can be dynamically
embedded. By reconfiguring the cross-connect of the optical
switch, some ports are allocated to the arriving distributed deep
learning application, and these ports are physically isolated
from other ports; thus, the traffic of the application is isolated
from other ongoing applications. As a result, communications
and data can be more secure and stable. The configuration time
of the optical switch is on the order of milliseconds, but it can
be neglected in comparison with the overall training time of
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N x N WSS optical switch based on the three-stage Clos

an application. Once the optical switch is configured, it can
act as a wavelength routing switch. There is no extra switch
configuration time when the traffic passes through the optical
switch, which means the switching delay of traffic depends on
wavelength switching speed.

C. Scalability Analysis

To connect all nodes in a large-scale system, ODDL can be
extended in a multi-dimensional topology. Taking the two-
dimensional case as an example, illustrated in Fig. 7(a), each
node is individually connected to a horizontal switch and
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a vertical switch. Nodes within the same horizontal or ver-
tical group are connected with a single optical switch. For
instance, a 1024-node system requires 64 32-port WSSs. As
the system size continues to increase, we can leverage a higher-
dimensional topology. For instance, a 3-dimensional topology
with 288 16-port WSSs can efficiently implement a 4096-node
system. Additionally, driven by the continuous demand for flat
topology and low latency in transport networks, larger-port
WSSs with lower insertion loss are being developed [43]. This
creates the potential for ODDL to utilize these WSSs to reduce
topology dimensionality while maintaining system size in the
future, resulting in a decreased number of ONICs needed.

To evaluate the impact of introducing a WSS on ODDL’s
performance, we perform a basic end-to-end link budget
analysis. Considering a 1024-node system with an 8 x 8 x 8
topology, where the insertion loss of an 8-port WSS can be
minimized to less than 6.8 dB [39], the insertion loss of single-
mode fiber is around 0.5 dB per km. Given transmission
distances of around 2 m (intra-rack) to 200 m (inter-rack) in
modern HPC centers, the total insertion loss is estimated to be
around 7 dB. At the same time, the tunable laser has a maxi-
mum output power of 4.5 dBm and receivers with a sensitivity
of —10.5 dBm. In this case, the system can function without
the need for an erbium-doped fiber amplifier (EDFA) for signal
amplification. On the other hand, when the 1024-node system
is constructed based on 32 x 32 topology, the insertion loss
of a 32-port WSS ranges from 17 to 25 dB [40]. In this case,
an EDFA is necessary to meet the requirements for receiving
power. Similarly, if larger-port N x N WSS is applied, an
EDFA is required for the system.

In a system with 7 X m X % nodes, where n = 2 om=2/,
and # = 29, communications in HD and RD Allreduce can be
implemented with one-hop routing. As illustrated in Fig. 7(b),
communications in steps 1 and 6 can be implemented with
one hop using vertical interconnection, while communications
in other steps can be implemented with one hop using hori-
zontal interconnection. Similarly, when ODDL is extended
into three-dimensional topology, all communication steps for

ical 1 Vertical Group 2
Vertical Group WSS [ 1 up WSS}[
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Allreduce with HD and RD algorithms can be implemented
with one-hop using horizontal, vertical, or perpendicular
interconnection. Moreover, collective operations, such as
Allgather and ReduceScatter, can be implemented with the
RD algorithm [44,45]. Since these operations exhibit the same
communication steps when utilizing the same algorithm, they
can also be implemented with one-hop routing in ODDL.

Additionally, as mentioned earlier, the transceivers reconfig-
ure the topology by tuning different wavelengths (wavelength
groups). Therefore, the number of available wavelengths can
affect the scalability of ODDL. Since the nodes only need to
communicate with a subset of other nodes during the data
parallelism process, the wavelength requirement can be easily
satisfied with the current LCoS-WSS and transceiver. Hence,
for a system with 7 X m nodes, the number of wavelengths w
should be no less than log, (max(7, 72)). For example, a system
with 32 x 32 nodes using RD or HD algorithms requires
at least 5 wavelengths. An LCoS-WSS device supporting
96 wavelengths in the C band has been mature and widely
deployed for many years. Furthermore, LCoS-WSS will extend
the wavelength range by covering the C+L band [46], thereby
enabling each node pair to achieve higher bandwidth with a
wider spectrum.

4. CONTROL PLANE

Since links are torn down and reestablished dynamically in
ODDL, the control plane plays an important role in the
quality of communication. Traditional control methods for
all-optical networks usually make the reconfiguration decision
according to the states of the global network, resulting in large
control overhead and low network scalability. We propose
a distributed control mechanism, which is implemented in
the physical layer, to guarantee reliable communication. In
addition, the communication library is optimized to support
fast reconfiguration.

A. Optical Collective Communication Library

In the traditional communication library of distributed train-
ing, such as NCCL [47], the library needs to exchange essential
channel information (i.e., Packet Sequence Number and
Memory Key) with all other nodes for the following com-
munication. It is inefficient and costly to transmit channel
information through the optical network. Therefore, the opti-
cal collective communication library uses the electrical control
network instead to exchange channel information. Then,
the optical collective communication library uses the optical
network for following payload transmission.

Due to the per-flow scheduling scheme, the completed
signal of each flow will determine the validity of the recon-
figuration. In DDL, the communication library manages the
states of all communication. To get an accurate completed
signal of one flow, the completed state is sent from the optical
communication library to the control unit. Notice that there
is a gap between two iterations due to a large amount of com-
putation, the optical collective communication library informs
the control unit to shut down the laser after each iteration,
reducing power consumption. ODDL adds a new RDMA verb

to support the delivery process of the completed states. The
optical communication library guarantees the reconfigura-
tion performance and the reliability of the underlying optical
network. In addition, the optical communication library
offers a standard interface for upper-layer distributed training
frameworks to ensure compatibility with current training
applications.

B. Distributed Control Mechanism

Due to the fact that ODDL reconfigures the topology on a
per-flow basis, the control plane should be able to respond
rapidly to the communication request. At the same time, the
control overhead shouldn’t grow linearly with system size.
Therefore, in the proposed distributed control mechanism,
each control unit manages its own transmission state and link
state, and only exchanges control information with the desti-
nation nodes. With the distributed control mechanism, global
information collection and network-level reconfiguration
are avoided, thereby minimizing the control overhead and
increasing the scalability. The optical switching network has
a great advantage in handling predictable and bulk traffic. To
guarantee the flexibility and effectiveness of the control plane,
we integrate an electrical switching network for transmitting
small-size control messages. Furthermore, the electrical net-
work is also used to transmit other essential control messages,
such as path-setup information during the initialization process
in the communication library.

The central arbiter only handles the network reconfigura-
tion before training, which is the first stage of reconfiguration.
Moreover, the control mechanism of wavelength reconfigura-
tion (the second stage) is implemented in the control unit in
each ONIC.

In the first reconfiguration stage, shown in Fig. 3, the arbiter
will send a wavelength-based routing table to the control
units in the nodes that are allocated for the training task and
initialize the state of the optical switch to interconnect all
allocated nodes with a specific wavelength (wavelength group).
Furthermore, a part of the ports of the optical switch can be
reconfigured while other ports maintain cross-connection,
allowing a new training task to be dynamically deployed
without disturbing current tasks.

During the training process, the control units of nodes are
in charge of fine-grained reconfiguration. After finishing the
flow transmission, the physical link should be torn down, and a
new link then be established for the next flow, which may cause
packet drops during reconfiguration. However, in the physical
layer, ODDL should offer a lossless fabric for the remote direct
memory access (RDMA) protocol, which is essential for intra-
node communication in distributed training. Additionally,
once a packet is dropped in ODDL, the network rebuilds the
optical circuit for that packet and delays all following commu-
nication, resulting in higher retransmission overhead. In order
to make a creditable reconfiguration decision, the control unit
needs to check strictly two things: when all packets in one flow
are received by the destination and when a new link is ready
for the following communication. As shown in Fig. 8, due to
the distributed control mechanism, the transmission state and
link state only need to be synchronized between the source
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and destination via a high-speed electrical control network.
Only after the source and destination both complete the flow
transmission in the previous step does the control unit prepare
for reconfiguration. Similarly, the ONIC is allowed to send the
payload only after receiving the signal, which means the physi-
cal link is ready. An overall process of training communication
is described as follows.

1. The arbiter allocates the computing resource and corre-
sponding network to the training task, and then configures
the optical switch according to the allocation.

2. Allocated nodes exchange required channel information
for all following RDMA transmissions through the control
network.

3. The control unit configures the local transceiver for the
flow based on the routing table.

4. When completing transceiver configuration, the control
unit sets the flag self conf to true and sends the #ans-
ceiver_ready signal to the destination; the control unit
receives the mansceiver_ready signal and sets the flag
dest_conf’ to true. If both flags are true, the payload begins
to transmit.

5. When the payload transmission in this step finishes, the
control unit sets the flag self” completion to true and sends
the signal previous_completion to the destination of the
following step. When the control unit receives the signal,
it updates flag desz_completion to true and reconfigures the
transceiver for the following step.

6. Repeat (4) and (5) until the training finishes.

As seen from the above reconfiguration process, after fin-
ishing communication in the last step, the inter-node network
is reconfigured for data transmission in the next step. The
time interval between adjacent transmissions is in the order of
sub-milliseconds, consisting of a sub-microsecond duration for
physical reconfiguration and tens of microseconds for control
switching delay.

At the same time, the GPU processes the data (for example,
Reduce operation), and then sends new data to the ONIC
through the intra-node link. So the control delay and link
reconfiguration delay can be partially overlapped with the time
of data processing and transmission within the node, which can
reduce the negative effect of the whole reconfiguration process.
The control delay of one reconfiguration operation depends

on the number of control messages and the transmission time
of the electrical control network. In our control scheme, there
are only two control message exchanges during the control
process, shown in Fig. 8, so the control delay can be expressed
as Eq. (1). Tonehop donates the average delay of one hop, and
Hyyehops donates the transmission hops of the control message.
The average number of hops is related to the size of the electri-
cal control network, which is based on the L3-fat-tree topology.
Furthermore, the control message size is a mere 13 bits, com-
posed of 12 bits for the address (supporting up to 4096 nodes)
and 1 bit for the message type. This small control message
effectively mitigates congestion in the control network. In
addition, the number of control messages is minimized to
further avoid contentions. Although 7i,ehop may increase
with the expansion of the system size due to contention, the
implementation of cut-through switching can further min-
imize switching delays within the control network. As the
control packets are compact, they can be swiftly processed and
forwarded without incurring significant buffering overhead.
Consequently, control time remains relatively constant even as
the system size scales, contributing to the robust scalability of
the control plane. With several microseconds processing times
in each electrical layer, the control delay of ODDL typically
falls within the range of tens of microseconds:

T =2 % anehop X ]_[avehops- (1)

5. EVALUATION

In this section, we evaluate the overall performance and the
scalability of ODDL with software simulations built on real
training traces. Also, we prototype the design on a four-node

testbed to further verify the feasibility of ODDL.

A. Simulation

To evaluate the performance of ODDL and verify the proposed
control plane, we simulated the ODDL and other electrical
networks using the OMNeT++ framework [48]. We profile
several DDL models on one NVIDIA GeForce 2080Ti GPU.
Specifically, we collect the trace files of different training mod-
els using the function Timeline of Horovod [11]. The trace
files collected include two types of information: Allreduce
computation time before each Allreduce operation and com-
munication volume without fusion. Then, we develop a
simulator that implements gradient synchronization including
the fusion process and Allreduce communication. ResNet50,
VGG16, VGG19, and Lenet are used for training models.
ImageNet1K is used as the training dataset. The batch size is
set as 16. We measure ODDL in terms of the training time
and bandwidth utilization and compare it with photonic archi-
tecture SiP-Ring and traditional fat-tree electrical networks.
Figure 9 illustrates the topologies of these three networks.
For the fat-tree network, we employ a switch radix of 16 and
a 1:1 oversubscription ratio. When the number of nodes is
64 or smaller, the fat-tree network adopts a 2-layer topology.
For systems exceeding 64 nodes, it employs a 3-layer fat-tree
configuration. ODDL utilizes a single-dimensional topology
for 32 nodes or fewer, switching to a 2-dimensional topology
for larger systems.
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The fat-tree network employs ring and HD Allreduce algo-
rithms, which are two typical Allreduce algorithms. SiP-Ring
employs ring Allreduce [24] for data parallelism, and it can
configure its topology into a ring to match the Allreduce
algorithm. However, SiP-Ring encounters difficulties when
employing the HD Allreduce algorithm due to bandwidth
contention. For example, SiP-Ring with /N nodes needs at least
N/2 — 1 different wavelengths. ODDL only employs the HD
algorithm in the simulation. To be noticed, ODDL can be
reconfigured into ring topology to match ring Allreduce, which
would perform similarly with SiP-Ring in this situation.

With sub-ps wavelength tuning and sub-pus CDR, the
link reconfiguration time should be theoretically under 2 ps.
The switching process time in the control network should be
approximately 1 ps when using the Ethernet protocol. In our
simulation, we have taken into account the significant impact
of the control network on the overall performance of ODDL.
Therefore, we set the link reconfiguration delay and switch
process time of the control network at 5 ps (referred to as
ODDL in the figures) and 10 ps (referred to as ODDL_10
in the figures), respectively, to evaluate the influence of
the control plane. Additionally, we conducted simulations
with different fusion values, which represent the data fusion
threshold. A higher fusion value indicates a higher volume of
communication in each Allreduce operation and a reduced
number of Allreduce operations. The simulation parameters
are summarized in Table 2.

Figures 10-13 present the results of epoch times, depicted as
histograms, and bandwidth utilization, represented as curves,
for 4 different models. These results are based on the utilization
of fusion technologies with 16 MB and 32 MB, respectively. In

Table 2. Simulation Parameters

Parameters Values
Fusion threshold 16 MB/32 MB
Fusion latency 1 ps

Batch size 16
Allreduce algorithm HD

NIC bandwidth 100/200/400 Gbps
Link reconfiguration delay 5/10 ps
Switch process delay (fat-tree) 1 s

Switch process delay (control network in ODDL) 5/10 ps

the case of ResNet50, ODDL shows similar performance com-
pared to SiP-Ring and fat-tree with ring Allreduce. However,
fat-tree with HD Allreduce exhibits the worst performance
when the network is scaled over 256 nodes among all candi-
date networks due to severe congestion. For the Lenet model,
ODDL outperforms other networks when the fusion value is
set as 16 MB. When the fusion value is increased to 32 MB, all
networks perform similarly.

Utilizing the VGG16 model, which is characterized by a
large number of parameters, ODDL with 1024 nodes demon-
strates an acceleration in training speed ranging from 1.1x
to 1.6x when compared to Sip-Ring, 1.1x to 1.55x when
compared to fat-tree with ring Allreduce, and 2.4x to 7x
when compared to fat-tree with HD Allreduce. The fat-tree
with the HD algorithm demonstrates lower performance
compared to the fat-tree with the Ring algorithm, attributed
to increased long-distance traffic. At the same time, ODDL
can reach approximately 85% bandwidth utilization under
100 Gbps bandwidth and maintains stability even with an
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increasing number of nodes. This advantage can be attrib-

uted to ODDL’s ability to provide single-hop transmission

for each flow, effectively avoiding congestion in large-scale

networks. Similar results are observed with the VGG19 model,

where ODDL with 1024 nodes accelerates the training speed

by 1.1x to 1.7x when compared to the SiP-Ring, 1.1x to
1.6x when compared to fat-tree with ring Allreduce, and
2% to 7.1x when compared to fat-tree with HD Allreduce.
ODDL presents a slightly higher performance advantage
under VGG19 due to the larger parameter size of VGG19
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compared to VGG16. In addition, when the reconfiguration
time and control switch time increase to 10 s, the difference
in one epoch time of ODDL is less than 4%, and ODDL_10

still performs better than other networks under VGG16 and

VGG19. This is because control overhead is partially over-
lapped with the time of data processing and transmission
within the node. Therefore, we can conclude that reconfig-

uration overhead of a few microseconds is acceptable for the



Research Article

Vol. 16, No. 3 / March

BW=100Gbps Fusion=16M

Epoch Time Bandwidth Utilization
600 ) Fattree_vgg16 [~=—TP_Fattree_vgg16 - 120
I Fattree_Ring_vgg16 [—e— TP_Fattree_Ring_vgg16
5501 B SiPRing_vgg16 TP_SiPRing_vgg16 4110
500 4 [ oDbDL_vgg16 —v— TP_ODDL_vgg16 1100
ODDL_vgg16_10 —e— TP_ODDL_vgg16_10
S
2 S
© ®
£ S
i: =
)
g £
k=]
iy H
©
f =
©
o
Nodes Number (log,N)
(a)
BW=200Gbps Fusion=16M
22 Fattree_vgg16 [—=— TP_Fattree_vgg16
350 - [ Fattree_Ring_vgg16 |—e— TP_Fattree_Ring_vgg16 | - 80
SiPRing_vgg16 TP_SiPRing_vgg16
[ oDDL_vgg16 —v— TP_ODDL_vgg16 70
ODDL_vgg16_10 —&— TP_ODDL_vgg16_10 7
300

g
— c
< S
£ 8
- =
=]
5 £
he]
o k=]
B 2
c
©
o

7 8 9

Nodes Number (log,N)

©
BW=400Gbps Fusion=16M
Fattree_vgg16 |—=— TP_Fattree_vgg16
350 attree_Ring_vgg16 |—e— TP_Fattree_Ring_vgg16 - 40
[ siPRing_vgg16 TP_SiPRing_vgg16
[ oDDL_vgg16 —v— TP_ODDL_vgg16
ODDL_vgg16_10 —e— TP_ODDL_vgg16_10
300

Epoch Time (s)

7 8 9
Nodes Number (log,N)

(e

N w
o o
Bandwidth Utilization (%)

o

24 / Journal of Optical Communications and Networking 353

BW=100Gbps Fusion=32M

W |—a— TP_Fattree_vgg16
600 attree_Ring_vgg16 | —e— TP_Fattree_Ring_vgg16| - 120
B SiPRing_vgg16 TP_SiPRing_vgg16
5504 [EH ODDL_vgg16 v TP_ODDL_vgg16 1110
500 ] opDL_vgg16_10 —e— TP_ODDL_vgg16_10 1100
S
—~ c
&L k<]
g 8
[ =
o
-Fo, £
he]
a k=]
b 3
c
©
m
Nodes Number (log,N)
(b
BW=200Gbps Fusion=32M
22 Fattree_vgg16 —=— TP_Fattree_vgg16
350 4 [ Fattree_Ring_vgg16 —e— TP_Fattree_Ring_vgg16 | - 80
[ SiPRing_vgg16 TP_SiPRing_vgg16
[ oDDL_vgg16 —v— TP_ODDL_vgg16 170
ODDL_vgg16_10 —— TP_ODDL_vgg16_10
300
X
— c
L 9
£ I
[t =
]
§ s
he]
a k=]
& 3
C
5]
oM

7 8 9
Nodes Number (log,N)
(d)
BW=400Gbps Fusion= 32M
[ Fattree_vgg16 —=—TP_Fatiree_vgg16
350 Fattree_Ring_vgg16 —e— TP_Fattree_Ring_vgg16 - 40
[ siPRing_vgg16 TP_SiPRing_vgg16
[ obDL_vgg16 —v— TP_ODDL_vgg16
ODDL_vgg16_10 —#—TP_ODDL_vgg16_10
300 A

8 8
Bandwidth Utilization (%)

Epoch Time (s)

N
o

7 8 9
Nodes Number (log,N)

®

Fig. 12.  Performance of ODDL and two electrical networks with VGG16.

system, further validating the effectiveness of the proposed

control scheme.
We can conclude from these results that

for the model

with small-size parameters like Lenet and Resnet, the ODDL

exhibits slightly higher or similar performance than other

candidate networks. When utilizing the larger model like

VGG16 and VGG19, ODDL exhibits a more obvious advan-
tage over other networks when system size increases. This is
mainly because fat-tree will suffer from contention with a
larger payload and large-size system. While ODDL can avoid
the contention by achieving one-hop routing. At the same
time, ODDL achieves better bandwidth utilization than other
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networks in all cases, which can alleviate the limitation of
bandwidth. With the trend of increasing the size of the training
model, ODDL has the potential to achieve good network
performance.

In summary, ODDL demonstrates slightly higher or compa-
rable performance to other networks for models with small-size

parameters, such as Lenet and ResNet. However, its advantages
become more prominent with larger models like VGG16 and
VGG19, especially as the system size increases. ODDL’s ability
to provide one-hop routing effectively addresses contention
issues, ensuring robust scalability in contrast to fat-tree.
Additionally, ODDL consistently achieves superior bandwidth
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Fig. 14. Diagram of the four-node ODDL prototype.
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Fig. 15.  Schematic diagram of the tunable laser prototype. The
working wavelengths are switched by a fast 4 x 1 silicon photonic
switch.

utilization in all scenarios, mitigating bandwidth limitations.
Given the prevailing trend of escalating model sizes, ODDL
shows promising potential for achieving excellent network
performance.

B. Testbed

We build a four-node prototype to validate the feasibility of
ODDL and compare its performance with an ideal electrical
switching network. We use ImageNet as the dataset and HD as
the communication algorithm. As shown in Fig. 14, we train
model Resnet50 on 4 servers equipped with Ascend 910 GPU,
and each server is connected to one FPGA board, which serves
as an optical network interface. One of the ports on the FPGA
board is connected to a WSS with a customized 100 Gbps
tunable transceiver, which is based on a laser array and fast
optical switches to support fast wavelength switching. The
WSS is configured before training and remains unchanged
during the training process. The diagram of the tunable laser in
the prototype is depicted in Fig. 15. The delay characteristics
of optical devices in the prototype are shown in Table 3. Since
the WSS is only reconfigured once per training task (which
typically lasts tens of minutes to hours), its tens of millisec-
onds reconfiguration time has little impact on overall training
time. Throughout the training process, the WSS primarily
introduces transmission time, which is deemed negligible. The
photonic switches employed within the tunable laser demon-
strate a switching speed of approximately 10.5 ns, as illustrated
in Fig. 16. This tens of nanoseconds switching time is fast
enough to satisfy the flow-based reconfiguration requirement,
further proving ODDL’s feasibility.

Another port on the FPGA board is connected to an
Ethernet switch with a commodity 100 Gbps transceiver
for the transmission of the control message. The function of
the central arbiter is implemented using one of the FPGA
boards. Two working wavelengths are A1 = 1565.941 nm and
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Table 3. Time Cost of the Devices in the Prototype
Device Time
Wavelength switching of the tunable laser 10.5 ns
Transmission of the WSS Negligible
Reconfiguration of the WSS 56 ms

TTe o o ey g m——" -

Fig. 16.  Switching speed of the 4 X 1 silicon photonic switch used
for the tunable laser prototype.

Table 4. Comparison of the Four-Node Prototype
Training Time Accuracy
Network (min) (%)
ODDL 97.8 80.2
One-tier electrical network 97.3 80.2

Ay = 1546.5377 nm. Two electrical networks use the RoCE
protocol with 100 Gbps bandwidth to support RDMA. The
one-tier electrical network connects all nodes with one 100 GE
switch, representing an ideal/ network condition. As part of our
ongoing research, we are developing a larger-scale prototype
further to investigate the advantages of ODDL in practical
scenarios.

Table 4 shows the training time of 20 epochs of Resnet50
with different networks. ODDL achieves the equivalent over-
all performance as the ideal electrical switching network,
demonstrating that ODDL is efficient and feasible.

6. DISCUSSION

This paper explores the optimization of data parallelism with
the flow-based scheduling all-optical network. The param-
eter synchronization in data parallelism is implemented by
Allreduce collective communication, and Allreduce with
one specific communication algorithm, such as RD or HD,
presents a predictable traffic pattern and large communication
volumes. ODDL can utilize the predictability of the traffic
to reconfigure the topology, which can reduce the network
latency and minimize the control overhead. In today’s large-
scale distributed training, model parallelism is also employed
in addition to data parallelism. For model parallelism, the com-
munication process mainly includes Allreduce and Allgather
collective communication [49]. Allgather with RD algorithm
(common algorithm for Allgather) doubles data volume
after each step, resulting in a high requirement on network
bandwidth. ODDL can alleviate the bandwidth limitation
by providing high-bandwidth and single-hop transmission.



Therefore, the performance of Allgather could be optimized via
ODDL.

Furthermore, the pre-trained model tends to adopt mixture-
of-experts (MoE) to scale the model capacity. Each MoE layer
requires two All-to-All collective communications. In the
All-to-All collective communication, one node sends different
chunks of the data to different destinations, and all nodes will
receive different data chunks from other nodes. To reduce
network contention caused by many-to-one communication,
all-to-all is typically implemented with multiple point-to-point
communications [50]. For the implementation of the all-to-all
operation in ODDL, a hierarchical all-to-all algorithm [51]
can be employed. This algorithm aggregates data chunks in the
same dimension, mitigating communication across groups.
Subsequently, the all-to-all algorithm is decomposed into
all-to-all operations within each dimensional group. Similar
to the reconfiguration scheme for HD and RD algorithms,
ODDL dynamically reconfigures tunable lasers to sequentially
communicate with all other nodes within each group. With
this method, all communication steps can be implemented
with one-hop routing as well. The optimization of all-to-all in
ODDL will be explored in future research.

7. CONCLUSION

In this paper, we present a scalable and fast all-optical network
for distributed training, along with a distributed control plane
that enables fine-grained scheduling with minimal control
overhead. With 1024 nodes, 100 Gbps bandwidth, and the
VGG19 benchmark, ODDL significantly outperforms: it
accelerates training by 1.6x compared to the traditional fat-
tree network and 1.7x compared to the optical solution. In
addition, the four-node ODDL prototype achieves equivalent
overall performance to that of an ideal electrical switching
network.
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