
ABSTRACT

Yufeng Xin. Topology Design of Large-Scale Optical Networks. (Under the direction of

Professor George N. Rouskas and Professor Harry G. Perros).

Optical networks consisting of optical cross-connects(OXCs) arranged in some ar-

bitrary topology are emerging as an integral part of the Internet infrastructure. The main

functionality of these networks will be to provide reliable end-to-end lightpath connections

to large numbers of electronic label switched routers (LSRs). We consider two problems

that arise in building such networks. The first problem is related to the topology design of

optical networks that can grow to Internet scales, while the second is related to the light-tree

routing for the provision of optical multicast services.

In the first part of the thesis, we present a set of heuristic algorithms to address the

combined problem of physical topology design (i.e., determine the number of OXCs required

for a given traffic demand and the fiber links among them) and logical topology design (i.e.,

determine the routing and wavelength assignment for the lightpaths among the LSRs). We

then extend our study to take a shared path-based protection scheme into consideration

after presenting a detailed analysis and comparison of different protection strategies. In

order to characterize the performance of our algorithms, we have developed lower bounds

which can be computed efficiently. We present numerical results for up to 1000 LSRs and

for a wide range of system parameters such as the number of wavelengths per fiber, the

number of transceivers per LSR, and the number of ports per OXC.

In the second part of the thesis, we study the problem of constructing light-trees

under optical layer power budget constraints, with a focus on algorithms which can guar-

antee a certain level of quality for the signals received by the destination nodes. We define

a new constrained light-tree routing problem by introducing a set of constraints on the

source-destination paths to account for the power losses at the optical layer. We investigate

a number of variants of this problem, we characterize their complexity, and we develop a

suite of corresponding routing algorithms. We find that, in order to guarantee an adequate

signal quality and to scale to large destination sets, light-trees must be as balanced as pos-

sible. Our algorithms are designed to construct balanced trees which, in addition to having

good performance in terms of signal quality, they also ensure a certain degree of fairness

among destination nodes.
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Chapter 1

Introduction

The wide deployment of point-to-point wavelength division multiplexing (WDM)

transmission systems in the Internet infrastructure has enhanced the need for faster switch-

ing at the core of the network. The corresponding massive increase in network bandwidth

due to WDM has occurred in conjunction with a growing effort to modify the Internet Pro-

tocol to support different levels of Quality of Service (QoS). Label Switching Routers (LSRs)

supporting Multi-Protocol Label Switching (MPLS) [19] are being deployed to address these

two issues. On one hand, LSRs simplify the forwarding function, thereby making it possible

to operate at higher data rates. On the other hand, MPLS enables the Internet architecture,

built upon the connectionless Internet Protocol, to behave in a connection-oriented fashion

that is more conductive to supporting QoS.

The rapid advancement and evolution of optical technologies makes it possible to

move beyond point-to-point WDM transmission systems to an all-optical backbone network

that can take full advantage of the available bandwidth by eliminating the need for per-hop

packet forwarding. Such a network consists of a number of optical cross-connects (OXCs),

arranged in some arbitrary topology, and provides interconnection to a number of client

networks, e.g., IP subnetworks running Multi-Protocol Label Switching (MPLS) [64, 19].

Each OXC can switch the optical signal coming in on a wavelength of an input

fiber link to the same wavelength in an output fiber link. An example OXC is showed in

Figure 1.1. The OXC may also be equipped with converters that permit it to switch the

optical signal on an incoming wavelength of an input fiber to any wavelength on an output
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Figure 1.1: OXC

fiber link. The main mechanism of transport in such a network is the lightpath, which is a

communication channel established between two OXCs or two LSRs and which may span

a number of fiber links (physical hops). If no wavelength converters are used, a lightpath

is associated with the same wavelength on each hop. This is the well-known wavelength

continuity constraint. Using converters, a different wavelength on each hop may be used

to create a lightpath. Thus, a lightpath is an end-to-end optical connection established

between two LSRs.

Because of the wide deployment of ATM and SONET/SDH networks and equip-

ment, a straightforward architecture of using WDM techniques to support IP subnetworks

is IP/ATM/SONET/WDM. But this structure suffers from low scalability and low cost-

efficiency due to the existence of multiple control planes. A novel IP-over-WDM architecture

has been proposed to eliminate the intermediate ATM and SONET/SDH layers [6]. An ex-

tension to the MPLS protocol, Generalized MPLS (GMPLS) protocol, has been proposed

for this architecture [31]. GMPLS supports multiple types of switching, including switch-

ing based on wavelengths usually referred to as Multi-Protocol Lambda Switching (MPλS).

The new IP network with the MPLS extensions will take over the traffic engineering (TE)

functions which used to be provided by the ATM layer, while the OXC-based WDM tech-

nology will take over the switching and protection functions previously provided by the
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SONET/SDH layer. An IP router supporting MPLS is usually called the Label Switching

Router (LSR). Such a network supports two types of label switched paths (LSP): LSPs sim-

ilar to those in IP/MPLS networks (IP-LSP), and lightpaths (λ-LSPs). Therefore a link in

a MPλS network might be a physical link (fiber hop) or a logical link (lightpath). A service

requirement is satisfied by a service connection (path) passing one or several physical or

virtue links. An example MPλS Optical Network is depicted in Figure 1.2.

Two models, the overlay model and the peer model have been proposed for MPλS

networks. In the overlay model, the IP layer and the WDM layer use different control

planes. The WDM layer manages a virtual topology made up of a set of lightpaths, while

the IP/MPLS layer routes the traffic over the virtual topology and takes care of the TE

requirements. In this model, the set of lightpaths (virtual topology) is usually static or

semi-static. In the peer model, an integrated control plane will manage both IP/MPLS and

WDM layers such that the physical links in the WDM layer and the logical links (lightpaths)

in the IP layer will be managed in a unified way.

Currently, there is tremendous interest within both the industry and the research

community in optical networks of OXCs. The Internet Engineering Task Force (IETF) is

investigating the use of GMPLS [30]. Also, the Optical Domain Service Interconnection

(ODSI) initiative and the Optical Internetworking Forum (OIF) are concerned with the
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interface between an LSR and the OXC to which it is attached as well as the interface

between OXCs, and have several activities to address MPLS over WDM issues [75]. The

majority of the research has been focused on the overlay model since it is easier to be

implemented using current available techniques and existing networks.

1.1 Thesis Summary and Contributions

In this thesis we consider the problem of designing large-scale optical WDM net-

works of OXCs that provide reliable end-to-end lightpath services. The scale of the optical

backbone network is characterized by the number of LSRs using its services and the number

of lightpaths that it can support. We are interested in typical national or international net-

works, in which the number of LSRs can be in the hundreds or thousands, and the number

of lightpaths that need to be established can be an order of magnitude greater than the

number of LSRs. Given the number of LSRs, the number of wavelengths per fiber link, and

a set of physical constraints (such as the number of transceivers at each LSR, the number

of input/output ports at each OXC and the protection requirement), we address both the

physical topology design problem (i.e., the number of OXCs required and their interconnec-

tivity) and the routing and wavelength assignment. We assume no wavelength conversion

in the network.

Since the problem is NP-complete, we present a set of heuristic algorithms to

obtain a near-optimal solution in terms of the number of required OXCs, including a genetic

algorithm to search the space of physical topologies. Due to the importance and complexity

of considering the survivability in the topology designing of MPλS networks, we separately

study the problem with and without the survivability requirement.

While some of the problems we consider have been studied earlier, our work differs

from previous studies in several important ways. To the best of our knowledge, this is the

first time that the problem of designing the physical and logical topology of a wavelength-

routed network is fully formulated and solved. Also, whereas previously published algo-

rithms have been applied to relatively small networks (e.g., 10- to 20-node topologies such

as the NSFNet and the Arpanet) with few (less than one hundred) lightpaths, we con-

sider large-scale networks of realistic size. We provide new insight into the design of WDM

backbone networks by investigating the effect of various system parameters; again, we use
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realistic ranges for the values of these parameters, e.g., up to 128 wavelengths and up to 24

optical interfaces per LSR. Finally, we obtain lower bounds for the optimization problem

and present results which indicate that our heuristics lead to good solutions.

The most important finding of study is that it is possible to build cost-effective

optical backbone networks that provide rich connectivity among large numbers of LSRs

with relatively few, but properly dimensioned, OXCs. In particular, the number of OXCs

increases linearly with the number of attached LSRs, but the rate of the increase is rather

slow. We also find that, in order to take advantage of an increasing number of wavelengths,

the number of OXC ports must increase correspondingly. Otherwise, using additional wave-

lengths has little effect on the number and topology of OXCs required for a given number

of LSRs. This result, coupled with the fact that the number of wavelengths in a fiber is

expected to continue to increase in the foreseeable future, has implications on the OXC

technology and design. For instance, our results indicate that 3-D MEMS switches which

can scale to large port sizes would be more appropriate than 2-D MEMS switches which

are limited to small port sizes [17]. Finally, we also find that it is possible to enhance the

degree of connectivity among the LSRs by a large factor (through a corresponding increase

of the number of optical interfaces at each LSR) with a relatively small incremental cost in

terms of additional OXCs and fiber links among them.

For the survivability consideration, we first study the WDM protection strategy

through comparing different protection/restoration schemes. A strategy based on the IP-

restoration/WDM-protection and shared path-based WDM protection scheme turns out to

be the final winner. We then study the effects of different implementation of this protec-

tion schemes to the network topology design. The performance of the joint and separate

routing and wavelength assignment policy for the shared path-based protection is evaluated

through numerical results. Finally, we integrate the above schemes into our topology design

algorithm developed above. We compare the numerical results with those obtained when

survivability is not required and those obtained when the dedicated path-based scheme is

used.

Finally we study an important application problem for MPλS networks, the prob-

lem of light-tree routing in optical networks with light splitting capabilities. Since the effects

of light splitting and power attenuation on optical signals are only partially mitigated by

amplification, our focus is on algorithms which can guarantee a certain level of quality for

the signals received by the destination nodes. The problem of signal quality does not arise
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in the context of multicast above the optical layer, and, to the best of our knowledge, it has

not been directly addressed in the literature. We define a new constrained light-tree routing

problem by introducing a set of constraints on the source-destination paths to account for

the power losses at the optical layer. We investigate a number of variants of this problem,

and we prove that they are all NP-complete. We also develop a suite of corresponding rout-

ing algorithms, one of which can be applied to networks with sparse light splitting and/or

limited splitting fanout. One significant result of our study is that, in order to guarantee an

adequate signal quality and to scale to large destination sets, light-trees must be balanced,

or distance-weighted balanced (a term we define later). Numerical results demonstrate that

existing algorithms tend to construct highly unbalanced trees, and are thus expected to

perform poorly in an optical network setting. Our algorithms, on the other hand, are de-

signed to construct balanced trees which, in addition to having good performance in terms

of signal quality, they also ensure a certain degree of fairness among destination nodes.

The Thesis is organized as follows. We first present an extensive review of related

work in Chapter 2. Section 2.1 is about the general topology design and the routing and

wavelength assignment problem. We study and compare different protection/restoration

schemes and figure out a survivability design strategy suitable for MPλS networks in Sec-

tion 2.2. In Section 2.3, we review the work related to the problem of light-tree routing in

the optical network.

The topology design problem of all-optical networks without considering protec-

tion is studied in Chapter 3. In Section 3.1 we describe the problem we study as well

as the assumptions we make, and in Section 3.2 we present the formulation as an integer

programming problem. In Section 3.3, we present the heuristic algorithms for generating a

2-connected graph, routing lightpaths, and assigning wavelengths. We also describe the ge-

netic algorithm used for searching the space of physical topologies. We develop lower bounds

for the optimization problem in Section 3.4. We present numerical results in Section 3.5,

and we conclude the chapter in Section 3.6.

The protection problem is considered in Chapter 4. In Section 4.1, we present the

heuristic algorithms for the protection schemes we study. We present numerical results in

Section 4.2, and we conclude the chapter in Section 4.3.

The light-tree routing problem is studied in Chapter 5. In Section 5.1, we describe

the multicast optical network under study, and we develop a model to account for optical

signal losses in the network. In Section 5.2 we introduce the problem of constructing light-
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trees under constraints that ensure the quality of the optical signals received at destination

nodes. We define three versions of the light-tree routing problem in Section 5.3, mainly

differing on which type of power loss is the dominant factor for signal degradation. We

characterize the complexity of all three versions of the problem, and we provide light-tree

routing algorithms for each. We present numerical results in Section 5.4, and we conclude

the chapter in Section 5.5.

Chapter 6 discusses future work and concludes the thesis.
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Chapter 2

Related Work

In this chapter, we present an extensive review on research work related to our

study. Section 2.1 discusses the general topology design problem in optical networks, as

well as the routing and wavelength assignment problem. We study and compare different

protection and restoration schemes and describe a survivability design strategy suitable for

MPλS networks in Section 2.2. In Section 2.3, we review the work related to the problem

of light-tree routing in optical networks.

2.1 Topology Design of All-Optical Networks

The problem of designing wavelength-routed networks of OXCs has received con-

siderable attention in the last decade. In order to reduce the complexity of this problem,

typically, it is broken down to two sub-problems: network design and routing and wavelength

assignment (RWA). Network design involves physical topology design and configuration de-

sign.

The topology design involves the determination of the number of OXCs and their

interconnectivity. The network configuration is concerned with the determination of the size

of OXCs, the number of fibers and the set of lightpaths. Routing and wavelength assignment

involves mapping lightpaths onto the physical topology and assigning wavelength to these

lightpaths. The reader is referred to [44] for a general analysis of various formulations and
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solution approaches to the above problems.

Most of the work in the open literature focuses on the configuration design and

the RWA problems under the assumption of a fixed fiber physical topology. That is, given a

network traffic demand and a physical network topology, an optimal network configuration,

a best virtual topology, and an optimal routing and wavelength assignment are obtained. In

the case in which the set of lightpaths is also given, the problem is reduced to a pure RWA

problem, which can be further decomposed into a routing sub-problem and a wavelength

assignment sub-problem.

The design of virtual topologies has been studied extensively. Constrained by the

limited number of available wavelengths and the available number of transceivers, it may

not be possible to establish a lightpath between every pair of nodes. Consequently, only

a selected set of nodes can be connected by lightpaths, leading to a virtual topology over

the given physical network. In a virtual topology, the nodes correspond to actual physical

network nodes, while the links correspond to lightpaths. A review of algorithms for virtual

topology design can be found in [25].

Typically, the network design problem under a given physical topology can be

formulated as an integer programming (IP) problem with the objective of optimizing a

performance metric of interest. This IP problem has been shown to be NP-hard, and

several heuristic algorithms have been proposed in the literature. These algorithms differ in

their assumptions regarding the traffic demands, as well as in the performance metric used.

Specifically, for the case of static traffic, i.e., when all the connections are known and they

are static, the objective is typically to minimize network resource usage. In the case where

the number of fibers is limited, the objective is usually to minimize the total number of

wavelengths needed in the network. A linear programming relaxation technique to obtain

the optimal solution for the RWA of a WDM ring network was proposed in [50], while

a longest-lightpath-first heuristic was developed in [15] as an approximate solution to the

RWA problem for a mesh network. In the case of a limited number of wavelengths per fiber,

[1] provided an iterative scheme to minimize the costs associated with the working fibers

for provisioning a static set of lightpaths on a given WDM network topology. A lightpath

accommodation heuristic for a given set of lightpaths was developed to minimize the total

number of OXC ports (another important network resource) in [57]. A general IP model

for the virtual topology design was presented in [7], and a branch-and-bound algorithm to

minimize the average lightpath length was described.
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The design of a virtual topology was first formulated as an integer linear program-

ming (ILP) problem in [77], where a heuristic algorithm combining simulation annealing

and flow deviation was presented to minimize the delay and the maximum flow in a link.

A genetic algorithm to calculate the optimal virtual topology and RWA to minimize the

average signal delay was developed in [66]. An upper bound on the maximum carried traf-

fic for any routing and wavelength assignment algorithm was derived in [61]. Most of the

routing algorithms are adapted from Dijkstra’s shortest path algorithm [66, 83, 44]. The

wavelength assignment problem is equivalent to a graph coloring problem, and [85] adopted

a known heuristic algorithm to solve it. The RWA problem for a multi-fiber network under

dynamic traffic was solved in [83] using the layered-graph heuristic model.

The physical topology design problem has also received some attention. The re-

lationship between the number of wavelengths needed and some topology parameters, such

as connectivity, nodal degrees, and average hop distance, was studied in [9, 8] through sim-

ulation. A bound on the number of wavelengths given the connectivity requirements of the

users and the number of switching states was derived in [11]. Simple approximate equations

for the scaling properties of the number of wavelengths, the nodal degree, the total fiber

lengths, and the maximum number of transit nodes of a lightpath were given in [41]. An

analytical solution of the RWA problem for some regular topologies, such as shuffle and tori

was carried out in [13, 53].

2.2 Protection in All-Optical Networks and Spare Capacity

Allocation

One critical challenge to the design and management of optical networks is surviv-

ability. The survivability of a network is defined as its ability to recover the existing service

connections that were broken upon failures. The need for highly survivable MPλS networks

is obvious. We recall that a single fiber and an OXC have the capacity to transport and

switch multi-terabit per second data streams, respectively. Therefore, even a single failure

such as a fiber cut or an interface card malfunction with a short duration will result in

huge data losses. Unfortunately, the probability of such kind of failures is not low. For

instance, Hermes, a consortium of pan-European carriers, estimates an average of one cable
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cut every four days on their network. And 136 fiber cuts were reported by various United

States carriers to the Federal Communications Commission in 1997 alone [32]. Though

some authors have also addressed the dual failure scenario [21], we will only consider the

possibility of a single failure during a particular time interval since the probability of dual

failures is very low.

A communication network is often represented by a graph. For an MPλS network,

fibers are represented by links and OXCs and LSRs are represented by nodes. By a network

failure, we mean either a node failure or a link failure such that the connectivity of the

network is decreased and some original service connections are broken. For example, in an

MPλS network we described above, a link failure may be a fiber cut or a in-fiber amplifier

failure, a node failure may be a failure of switching elements or interfaces in and between the

LSR and OXC. The objective of the network survivability design is to make the probability

of data loss as low as possible upon the link or node failure(s). In a survivable network,

the original service path is referred to the primary path. Any node failure or link failure

within the primary path will break down the service connections carried on this path.

The fundamental mechanism of survivability design is to find available backup path(s) to

substitute (restore) the broken primary path(s) upon failure(s) so that the affected service

connections can be recovered. In order to make the data loss as low as possible in the

restoration process, any survivability scheme must satisfy two requirements. First it must

be able to provision enough spare capacity (usually in terms of bandwidth or redundant

equipment). Second, the process must be as short as possible, i.e., it must have a short

restoration time. For example, in the transport layer, the restoration time of 50ms provided

by the SONET/SDH network is usually considered as the benchmark.

Upon a failure, a general restoration process will invoke the following four steps:

fault detection, fault localization, fault notification, and fault restoration. The fault detec-

tion is performed individually at all layers through retrieving information from monitoring

or testing. For example, at the physical layer, the available information is the optical power

level and temperature; at the WDM layer, the available information is about the quality of

the optical signal such as the signal-to-noise ratio (SNR) and crosstalk; and at the upper

service layer, more detailed information on the quality of signal or data such as bit-error-

rate (BER) can be obtained. Upon the detection of a fault, every layer will try to localize

the fault. Consequently, a fault at a lower layer will trigger several alarms at the upper

layers, which makes the fault localization a difficult task [54]. This is actually another
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major drawback of the multi-layered architecture of the IP/WDM network. Fortunately,

there exist restoration schemes that do not require fault localization as we discuss later.

After the fault is detected or localized, the next step is to notify the appropriate network

element to find, configure, and provision the spare capacity of the backup path. The last

step is, of course, to release the primary path configuration and resource and switch the

service connection to the backup path.

Except fault detection which is decided by the physical layer techniques, the other

three steps are decided by the survivability schemes, i.e., the way the backup paths are se-

lected and the spare capacity is provisioned. Using different schemes, the fault localization

may or may not be needed; the fault notification may be sent to different network elements;

and the fault restoration function will choose different backup paths and use different capac-

ity assignment policies. Therefore the network survivability problem can be decomposed

into two subproblems: the routing problem (routing of primary and backup paths) and

the capacity assignment problem. For WDM networks, the former is the lightpath routing

problem and the latter is the wavelength assignment problem.

In the following, we compare and analyze several design strategies that different

schemes may take and determine a survivability strategy suitable to the MPλS networks.

2.2.1 Survivability Design Strategies

• Protection vs. Restoration. Current spare capacity provisioning schemes upon

link failures or node failures can be classified as pre-planned or protection mechanisms

and adaptive restoration mechanisms [21] depending on whether the spare capacity

is allocated before or after the failure, respectively. For protection mechanisms the

backup paths are decided and spare capacity is reserved at the same time as the

primary service paths are provisioned. Since a general requirement for protection

is to recover every broken primary service connection upon a single failure, i.e., so-

called 100must be assigned a backup path with assigned spare capacity. Therefore,

the typical objective for a protection scheme is to minimize the total capacity usage,

for instance, the total number of wavelengths required in optical networks. The im-

plementation of a protection scheme depends on the way spare capacity is allocated.

Spare capacity can be jointly allocated with primary service connection requirements,

which results in minimal usage of total capacity. It can also be independently allocated
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after all the primary service requirements have been satisfied, which will provide bet-

ter QoS performance to the primary requirements, but will consume more capacity.

Consequently, we have the joint provision scheme and separate provision scheme in

terms of allocation of the primary and backup capacity.

For restoration mechanisms the backup paths are found and provisioned dynami-

cally after the actual occurrence of failures. Compared to protection mechanisms,

the restoration schemes need more restoration time since they need to find out the

available backup paths and allocate the spare capacity online. But they are more

capacity-efficient since no spare capacity needs to be reserved prior. When network

resource like the total number of wavelengths in an optical network is limited, spare

capacity may not be available along the backup path for every broken primary service

connection upon a single failure. In this case, those unrestored service connections

will be blocked. Therefore, the typical objective of a restoration scheme is to mini-

mize the total blocking probability upon a single failure. We note that spare capacity

and primary capacity are always allocated separately, i.e., primary capacity is always

allocated first.

• Dedicated vs. Shared. Protection mechanisms can be further classified as ded-

icated and shared protection. When backup paths are pre-connected, the service

demand is transported along both the primary path and backup path simultaneously

and the receiver picks up the best signal. This mechanism is referred to dedicated

protection, or 1+1 protection. The spare capacity (bandwidth or wavelength) may

also be shared among several service paths. The backup paths are pre-decided and

the spare capacity is reserved but not used. When a particular service path is bro-

ken up, the service is switched to the reserved backup path. To survive from single

node or link failures, the primary paths that share the same spare capacity must be

mutually node- or link-disjoint and node- or link-disjoint with the backup path. This

mechanism is usually referred to as the shared protection mechanism. There may be

no sharing (1:1 protection) or sharing among up to N primary paths (1:N protection).

Obviously, the dedicated protection mechanism requires more spare capacity than the

shared protection mechanism since in the latter case the spare capacity is shared by

several service paths and could be used to transport lower priority preemptive services

when there is no fault. On the other hand, unlike the shared protection that needs to
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configure the backup path for a particular service path upon a failure, the dedicated

protection scheme is faster since the receiver only needs to switch to the backup signal

upon a failure.

• Path-based vs. Link-based. The protection/restoration schemes can also be cat-

egorized as path-based and link/node-based schemes. Let us take the IP/WDM net-

work as an example. For the path-based schemes, the fault notification is sent out by

any one of the LSRs or OXCs (mostly, the destination) immediately after the failure

to the source of the service path. The source will switch the service from the primary

path to a backup path that is node-disjoint from the primary path if node failures are

considered, or link-disjoint from the primary path if only link failures are considered.

We can see that fault localization is not necessary in this case. In the link/node-

based schemes, the fault notification is sent to the next router or OXC immediately

upstream of the faulty link (or the link adjacent to the faulty node), and this router

or OXC will be in charge of restoring the service, usually by finding an available

backup path disjoint from the faulty link or node. In this scheme, fault localization

is definitely needed. Also the path-based schemes require less spare capacity than the

link-based schemes since the former only need to provision spare capacity for a whole

path instead of every link along the path. Link-based schemes are usually faster since

the path-based schemes need longer time to send the fault notification message to the

source of the broken service, though fault localization is not necessary.

• IP restoration vs. WDM protection. As we have discussed above, when a failure

occurs in a lower layer, all service paths in layers above this layer using the faulty

link/node will also be broken. For example in the MPλS network, when a fiber is cut,

all the λ-LSPs (logical links to the IP/MPLS layer) passing through this fiber will be

broken down and all the IP-LSPs passing on those λ-LSPs will also be broken down.

All the upper layers may have their own restoration schemes to restore the service

paths in their particular layers. This network structure brings in a natural question,

i.e., in which layer should we provision the protection or restoration? For an MPλS

network, both the IP/MPLS layer and the WDM layer can fulfill this need. Recent

research, however, indicates that schemes using restoration in the IP/MPLS layer and

protection in the WDM layer are the best choice [33, 67]. The main reasons for this

can be summarized as follows: (1) IP/MPLS operates at small traffic granularity and
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the traffic is highly dynamic, therefore it can afford a slow but dynamic restoration

scheme, and (2) WDM operates at coarse traffic granularity and the virtual topology

is semi-static, therefore a fast and spare capacity guaranteed protection scheme is

more desirable.

While the restoration issues for IP/MPLS have been extensively studied, protection

mechanisms for WDM layer are drawing increasing attention in recent years [23, 55,

60]. Conceptually, a survivable WDM network will use one of the protection schemes

from Table 2.1. But the techniques implementing these schemes for the existing

networks can not always be immediately applied to the WDM networks. The main

reasons are: (1) the service connection in a WDM network is provisioned in units

of wavelengths which is an integer, while in other networks, the service connection

is provisioned in units of bandwidth that is not integer. Therefore the former is

equivalent to an Integer Programming (IP) problem, while the later can be modelled as

a Linear Programming (LP) problem. And we know that an IP problem is generally a

NP-complete problem, but an LP problem often has polynomial solution. (2) A service

connection is a lightpath in the WDM network, which has to meet the wavelength

continuity constraint if no converters are used. (3) WDM operates at much coarser

traffic granularity than other networks.

• Link failures vs. Node failures. When node failures are considered, the backup

path must be node-disjoint from the primary path. For the path-based schemes, the

backup path must be completely node-disjoint from the primary path, i.e., the two

paths may not share the same node except for the source and destination nodes. For

the link-based schemes, the backup path must be partially disjoint from the primary

path, i.e., the backup path must bypass the faulty node. For link failures, the backup

path only needs to be link-disjoint from the primary path, i.e., these two paths may

not share the same link. We note that node-disjointness implies link-disjointness.

Interestingly, most of the studies on the protection issues in the WDM layer do not

take the node failures into account. The reasons can be explained as follows: (1)

almost all the node equipment including the switching and transport equipment are

redundant at the hardware level, which keeps the node failure probability very low,

and (2) most of the failure modes such as router failure and interface failure, are not

known to the WDM layer and the upper IP/MPLS layer has to take care of them.
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Scheme Spare capacity usage Restoration time
Dedicated path protection high very fast
Shared path protection low slow
Dedicated link protection very high fast
Shared link protection high fast
Path restoration very low very slow
Link restoration very low slow

Table 2.1: Comparison of protection/restoration schemes

Therefore, we will take the same strategy in our study, i.e., node failures will not be

considered.

2.2.2 A Survivability Strategy for MPλS Networks

From the above discussion, we clearly see that a survivability strategy based on

the IP/MPLS restoration and WDM protection is a reasonable choice. As for the WDM

protection, path-based and link-based shared protection schemes provide a tradeoff between

the capacity usage and restoration time.

Combining the above different survivability mechanisms, we can obtain several

different protection/restoration schemes. In Table 2.1, we tabulate these schemes and com-

pare them qualitatively in terms of spare capacity usage and restoration time. Successful

implementation and applications of these schemes can be found in many existing surviv-

able networks. For instance, the retransmission mechanism in a TCP/IP network is a path

restoration scheme, while the self-healing ring in the SONET/SDH network is a dedicated

link protection scheme. Almost all of these schemes have been investigated in the GMPLS

[5] and ATM networks [45].

2.2.3 Related Work for WDM Protection

Many protection and restoration schemes and algorithms for IP/MPLS, ATM,

and SONET/SDH networks can be found in the literature. Generally, they are modeled as

disjoint paths problems and multicommodity flow problems. For the WDM network, the

routing problem is always coupled with the wavelength assignment problem. Therefore, the

above methods can not be used directly. The routing problem can still be modeled as the
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disjoint paths problem, the wavelength continuity constraint and wavelength non-conflict

constraint must be considered if the multicommdity flow model is to be used, in which case

it becomes a NP-complete problem. Heuristics used for the protection/restoration problems

for WDM networks have also been proposed by some researchers.

Several studies on the analysis and comparison of performance of different types

of protection and restoration schemes for WDM networks can be found in [5], [23], [60],

and [37]. [18] studied the interoperability between the WDM layer protection and upper

service layer protection/restoration. The study on the interoperability is important because

the disjoint logical links taken by the upper layer may contain a common physical link in

the lower layer, which will make the upper layer restoration fail. [33] studied the optimal

integration of IP restoration and WDM protection.

As the dominant optical transport network architecture, SONET/SDH provides a

well-known robust survivability mechanism, the self-healing ring. It is actually a link-based

dedicated loop-back recovery scheme. The building block of SONET networks are rings

and every link is incorporated in a ring. When a link failure occurs, the service connection

will be automatically loop-backed along the ring. However, a ring based WDM network

architecture suffers from low cost-efficiency and scalability, so a mesh-based architecture is

more promising [55]. Following the idea of self-healing ring, several ring-based protection

schemes have been proposed for the mesh-based WDM network. Among them are the ring

covers scheme [27], which finds the minimum number of rings to cover all links and every link

is protected by its ring cover in the same way as the SONET/SDH self-healing ring, and the

p-cycle scheme [38], which does not require every link to be covered by a ring. Links on the

p-cycle are protected as in the ring cover, but links not covered by p-cycle will be protected

by the loop-back paths along the p-cycle that they interconnected with. A generalized loop-

back recovery scheme was proposed recently in [55]. The merits of the approach is that a

primary digraph consisting of a set of fiber links and wavelengths is backed up by another

backup digraph consisting of a set fiber links and wavelengths in the reverse direction of the

primary digraph. This scheme enables the distributed operation for link or node failures and

is proved simpler and more cost-efficient than the ring cover and p-cycle schemes. The main

drawback of the above loopback methods is the high management overhead to maintain the

rings or loopback digraphs. They also suffer from high time complexity.

A general link-based protection scheme preplans a disjoint path to connect the two

ends of every link and assign wavelengths to this path. We note that the same wavelengths
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as those in the primary link have to be assigned to the backup path if there are no converters.

Even though the above link-based schemes have the advantage of fast recovery

process, they suffer from the low bandwidth usage compared to path-based schemes. From

previous studies, we have seen that dedicated path protection usually has the disadvantage

of low bandwidth efficiency. Shared backup path protection (SBPP) has proven to be very

efficient in spare capacity usage [60, 23]. [4] proves that static establishment outperforms

dynamic establishment of protection paths. [21] studies the performance of the SBPP

scheme upon dual link failure and optimal sharing. The effect of wavelength converters are

considered in [49]. [22] considers the modularity of the capacity provision. As an extension

to the shared backup path protection scheme, a shared backup tree can be created to protect

a group of primary paths in [78]. [70] proposes a method to minimize the length difference

between the protection and backup path using the model of NP-complete disjoint 2-path

problem (N(E)D2PP).

In the above approaches, the problems are solved either by an Integer Program-

ming (IP) model or by heuristics. We should keep in mind that the wavelength assignment

problem is equivalent to the vertex coloring problem which is generally a NP-complete prob-

lem. Therefore the heuristic approach is more suitable for medium or large scale networks.

We also point out that the routing problem in the above general protection schemes

is equivalent to link or node disjoint paths problems in graph theory. Sometimes it is called

the diverse routing problem [14]. Some recent theoretical development on the disjoint path

problem can be found in [26], [39], and [80]. We can also add some constraints on

the routing of the primary and backup paths to reflect the QoS requirement. A common

constraint is on the path length that can represent the delay constraint. Many of the related

problems have been proved NP-complete in graph theory.

A few authors have also considered the effects of survivability schemes to the

topology design of WDM networks. [23] studies the dependency on graph connectivity of

different mesh protection and restoration schemes through simulation, while [86] studies

topology design and upgrade of an optical network by bottleneck-cut identification.
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2.3 Light-Tree Routing in All-Optical Networks

In [68, 29], the concept of a lightpath was generalized into that of a light-tree, which,

like a lightpath, is a clear channel originating at a given source node and implemented with a

single wavelength. But unlike a lightpath, a light-tree has multiple destination nodes, hence

it is a point-to-multipoint channel. The physical links implementing a light-tree form a tree,

rooted at the source node, rather than a path in the physical topology, hence the name.

Light-trees may be implemented by employing optical devices known as power splitters [56]

at the OXCs. A power splitter has the ability to split an incoming signal, arriving at some

wavelength λ, into up to m outgoing signals, m ≥ 2; m is referred to as the fanout of the

power splitter. Each of these m signals is then independently switched to a different output

port of the OXC. Due to the splitting operation and associated losses, the optical signals

resulting from the splitting of the original incoming signal must be amplified before leaving

the OXC. Also, to ensure the quality of each outgoing signal, the maximum fanout m of

the power splitter may have to be limited to a small integer. If the OXC is also capable of

wavelength conversion, each of the m outgoing signals may be shifted, independently of the

others, to a wavelength different than the incoming wavelength λ. Otherwise, all m outgoing

signals will be on the same wavelength λ. Note that, just like with wavelength converter

devices, incorporating power splitters within an OXC is expected to increase the network

cost because of the large amount of power amplification and the difficulty of fabrication.

Light-trees have several applications in optical networks, including:

• Optical multicast. An attractive feature of light-trees is the inherent capability for

performing multicast in the optical domain (as opposed to performing multicast at a

higher layer, e.g., the network layer, which requires electro-optic conversion). There-

fore, light-trees can be useful for transporting high-bandwidth, real-time applications

such as high-definition TV (HDTV). We note that TV signals are currently carried

over distribution networks having a tree-like physical topology; creating a logical tree

topology (light-tree) over an arbitrary physical topology for the distribution of similar

applications would be a natural next step. Because of the multicast property, we will

refer to OXCs equipped with power splitters as multicast-capable OXCs (MC-OXCs).

• Enhanced virtual connectivity. In opaque networks, the virtual degree of con-

nectivity of each node is not tied to the number of its interfaces: electronic routing
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creates the illusion that a node can reach any other node in the network. In trans-

parent networks, on the other hand, the degree of connectivity of each client node

(e.g., IP/MPLS router) connected to the optical core is limited by its physical degree,

i.e., the number of its optical transceivers [73]. A light-tree service would enable a

client node to reach a large number of other client nodes independently of its physical

degree, significantly enhancing the virtual connectivity of the network.

• Traffic grooming. Generalized MPLS (GMPLS) [30] makes it possible to tunnel a set

of MPLS label-switched paths (LSPs) over a wavelength channel. Since switching at

OXCs takes place at the granularity of a whole wavelength, a point-to-point lightpath

allows the sharing of the wavelength bandwidth only between clients attached to the

same ingress and egress OXCs. The light-tree concept offers a way to overcome this

constraint, since it allows for the grooming and tunneling of a number of lower rate

point-to-point LSPs to several destinations, regardless of the egress OXC to which

these destinations attach.

2.3.1 The Steiner Tree Problem

To make efficient use of bandwidth in point-to-point networks, the typical ap-

proach for multicast communication is to build a multicast tree rooted at the source and

spanning all the destinations in a given multicast group. Usually, a cost is assigned to each

link of the network, and the objective is to determine the tree of minimum cost. This is

the famous Steiner tree problem in graph theory [40], which is known to be NP-complete

when the multicast group has more than two members [34]. Several heuristics and approx-

imation schemes have been developed for the Steiner tree problem. These algorithms can

be categorized roughly into the following three groups:

• Shortest path-based heuristics (SPH). The algorithm in [20] initializes the Steiner

tree to the shortest path from the source to an arbitrary multicast member. It then

repeatedly includes a new member by adding the shortest path between this member

to the current partial tree, until all members have joined the tree. Many variants of

this algorithm have been developed to improve the quality of the final tree, such as

including the members in the order determined by their distance to the multicast tree

instead of random inclusion [76], or growing the Steiner tree from the destinations
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instead of from the source [48].

• Spanning tree-based heuristics (STH). The algorithm in [47] first constructs a

closure graph of the multicast nodes from the original graph using the cost of the

shortest path between each pair of members. A minimum spanning tree of the closure

graph is obtained (in polynomial time), and then the shortest paths in the original

graph are used to replace the edges of this minimum spanning tree. Finally, the multi-

cast tree is obtained by removing any cycles. This approach yields an approximation

algorithm with a ratio of 2.

• Metaheuristics. Metaheuristics such as simulation annealing [24], genetic algo-

rithms [28], and Tabu search [63] have been investigated to solve the Steiner tree

problem and have been shown to perform well on average.

In practice, the nature of some multicast applications is such that the routing

tree must satisfy certain constraints related to physical limitations (e.g., a limited fanout

capability) or the desired quality of service (e.g., an upper bound on the end-to-end delay

along any path of the tree). Constrained Steiner tree problems are at least as hard as

the unconstrained one, and for certain constraints it has been shown that no polynomial-

time approximation scheme exists. Several heuristics have been developed to compute

constrained trees, most of which are based on the above heuristics for the unconstrained

Steiner tree problem. For instance, the KPP algorithm [46] uses an approach similar to the

one in [47] to compute an approximate Steiner tree in which the end-to-end delay along

any path from the source to a destination node is bounded. The degree-constrained Steiner

tree problem, in which it is assumed that some nodes may not support multicast (i.e.,

they cannot be used as branching points) or have a limited fanout capability, was studied

in [12, 16], and appropriate heuristics were proposed. A constrained multicast tree problem

in which the objective is to to bound both the end-to-end delay and the delay variation

among all source-destination paths was studied in [65]; the total cost of the tree was not

considered in that work, but it was shown that constructing such a constrained tree is an

NP-complete problem.
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2.3.2 Light-Tree Routing

With recent advances in MC-OXC technology [42], it is now possible to envision

a future backbone network environment that provides a practical multicast service at the

optical layer. Such a service will be implemented by using GMPLS-related protocols to

establish light-trees on demand [29, 68]. While the problem of establishing a light-tree that

spans a given source and a set of destination nodes bears some similarities to the Steiner

tree problem, the nature of optical multicast introduces several new issues and complexities,

as we discuss next.

Splitting an optical signal introduces losses, a problem not encountered in elec-

tronic packet- or circuit-switched networks, and thus, not addressed by existing routing tree

algorithms. Even in the presence of optical amplifiers, this signal loss imposes a hard upper

bound on the number of times a signal can be split, as well as on the number of hops that

the signal can travel after every split operation. In the absence of wavelength conversion in

the network (or even in networks with limited or sparse conversion capability), multicast

routing is tightly coupled to wavelength allocation, an issue that does not arise in electronic

networks. Also, optical networks may only have a sparse multicast switching capability,

i.e., only a subset of the OXCs may be multicast capable. When only a few MC-OXCs are

present in the network, a feasible multicast tree may not exist, and therefore the heuristics

for degree-constrained multicast developed in [12] are not applicable at all. Finally, the

problems of capacity planning of MC-OXCs and multicast routing strongly depend on one

another.

Several recent research efforts have aimed to address some of the problems asso-

ciated with optical multicast and the establishment of light-trees. Wavelength assignment

in the presence of multicast has been studied in [69, 43, 52]. Multicast routing algorithms

for networks with a sparse light splitting capability have been considered in [84, 79, 82]. To

deal with the fact that a feasible multicast tree may not exist for a given source and desti-

nation set, the concept of a light-forest was developed in [84]. In general, all the multicast

routing algorithms for optical networks assume unlimited fanout capacity at MC-OXCs,

and each tree of a given light-forest must be assigned a different wavelength. The problem

of optimally placing a small number of MC-OXCs in a WDM network has been studied

in [2]. Finally, two designs for MC-OXCs have been proposed. The first is based on the

splitter-and-delivery architecture [42], while the second is an enhancement of the former
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that results in better power efficiency [3].
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Chapter 3

Topology Design of Large-Scale

Optical Networks

We define the topology design problem as determining the minimum number of

OXCs and the optimal topology among these OXCs. To model this problem, we first make

some fundamental assumptions on the network structure. Then we formulate the problem as

an integer programming problem. Since this optimization problem is NP-complete, we focus

our study on the development of efficient heuristics. We design a set of heuristic algorithms

for generating a biconnected graph, routing lightpaths, and assigning wavelengths. We

also describe a genetic algorithm we use for searching the space of physical topologies. To

evaluate the performance of our algorithms, we also develop lower bounds for this problem.

Through extensive simulation for a large range of different parameters such as the number

of wavelengths per fiber, the number of ports per OXC, and the number of transceiver per

LSR, many valuable conclusions have been made, the most import one among which is that

it is possible to build cost-effective optical backbone networks that provide rich connectivity

among large numbers of LSRs with relatively few, but properly dimensioned, OXCs. The

results also indicate that our algorithm lead to good solutions.
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3.1 Problem Definition

We consider a number N of LSRs that are to be interconnected over an optical

backbone network [10] which consists of OXC nodes supporting GMPLS. The service pro-

vided by the MPλS network of OXCs is the establishment of lightpaths among pairs of

LSRs. We assume that each LSR has ∆ optical transceivers, therefore, it may establish at

most ∆ incoming and at most ∆ outgoing lightpaths at any given time. This constraint on

the number of simultaneous lightpaths to/from an LSR is due both to optical hardware and

cost limitations (reflected in the number of optical transceivers) and the traffic processing

capacity of the LSR. We also assume that each fiber link in the network can support at most

W wavelengths, and that each OXC has exactly P input/output ports. We let α, 0 ≤ α ≤ 1,

be the desired degree of connectivity of the physical topology of OXCs, defined as:

α =
E

M(M − 1)/2
(3.1)

where E represents the number of fiber links interconnecting the OXCs. Parameter α

represents how dense the graph is. For an arbitrary graph, α ranges from 0 to 1, with 0

representing a graph that is totally disconnected and 1 representing a completely connected

graph. We note that most of the existing backbone networks have an α value around 0.3.

The fundamental question we address in this chapter is:

What is the minimum number M of OXCs required to support the N LSRs, and
what is the physical topology of the corresponding MPλS network?

We believe that the answer to this question is of importance to service providers who need

to deploy optical backbone networks in a cost-effective manner. We note that the cost

of building an MPλS network will be mainly determined by: (i) the cost of the OXCs

(including switch hardware and switch controller software), and (ii) the cost of (deploying

or leasing) the fiber links between OXCs (including the cost of related equipment, such as

optical amplifiers). While in our study we directly model only the OXC cost, we note that

the fiber cost is indirectly taken into account through the parameter α: because of (3.1), for

a given value of α, minimizing the number M of OXCs will also minimize the number of fiber

links. Since α is an input parameter in our formulation, we believe that α in combination

with the number of OXCs is representative of the overall cost of the MPλS network.

Clearly, in order to determine the number of OXCs in the backbone we need to

take into account not only the number N of LSRs but also the traffic requirements (i.e., the
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number of lightpaths between pairs of LSRs), the survivability properties of the network, etc.

In fact, different service providers may well have different and even conflicting requirements

for their networks. Rather than trying to account for all possible design requirements,

we are instead interested in providing a general framework that can help us answer the

above question in a way that can provide practical guidelines for building MPλS networks.

We therefore set the following requirements R1-R5 that the MPλS network we design

must satisfy. We believe that this list captures the salient features of the network and is

sufficiently general to accommodate the requirements of a wide range of network providers.

R1. Each LSR accesses the backbone using two bidirectional fiber links, one to each of

two different OXCs; both links are used for carrying traffic to and from each LSR.

R2. The physical topology of the OXCs is 2-connected.

R3. Each LSR maintains 2∆ simultaneous lightpaths to/from other LSRs.

R4. Two neighbor OXCs in the physical topology are interconnected by one bidirectional

fiber link.

R5. The OXCs do not have any wavelength conversion capability.

The first two requirements (R1 and R2) ensure that there are at least two edge-

disjoint paths between any two LSRs, a necessary condition for a survivable network. R3-

R5 can be viewed as worst case requirements. R3 ensures that the physical topology of

the MPλS network can support the maximum number of simultaneous lightpaths (recall

that no LSR can have more than ∆ outgoing and ∆ incoming lightpaths). In particular, we

use L to denote the set of ∆N lightpaths that the network must support. Because of R4,

the resulting network will use single-fiber links between pairs of adjacent OXCs. Finally,

R5 requires that a lightpath be assigned a single wavelength along all the physical links

it traverses. R4 and R5 can be easily relaxed, but are included here because we believe

that there will exist MPλS networks which will satisfy one or both of these requirements, at

least during early deployment. Furthermore, we expect that relaxing either R4 or R5 will

lead to a topology with a smaller number of OXCs compared to when both are in place,

therefore, our results can be used as a worst-case scenario.
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3.2 Integer Programming (IP) Formulation

Our objective is to determine the optimal physical topology of OXCs for establish-

ing the given set L of lightpaths among the N LSRs, under the constraint on the number

of wavelength W that can be supported in each fiber. This involves determining the mini-

mum number of OXCs required as well as the links interconnecting the OXCs. Because of

the difficulty of this problem, we choose an indirect approach to obtaining a near-optimal

physical topology. Specifically, we first assume that the number M of OXCs in the physical

topology is given and there is no constraint on the number of wavelengths. Consequently,

we consider the problem of determining the links of the physical topology such that the

number of wavelengths required to establish the set L of lightpaths is minimized. We for-

mulate this problem as an integer programming (IP) problem. At the end of this section,

we show how the solution to the IP problem can be used to obtain a physical topology with

a near-optimal number of OXCs.

Let us start with the assumption that the number M of OXCs is given. Our

objective then is to obtain:

1. the set of fiber links interconnecting the M OXC nodes (i.e., the physical topology),

and

2. the routing and wavelength assignment for the lightpaths in the set L among the N

LSRs

such that the required number of wavelengths per fiber link in the physical topology is

minimized. The inputs to the problem are: the number of OXCs, M ; the number of ports

in each OXC, P ; and the static traffic matrix [vs,d], where vs,d represents the number of

lightpaths that have to be established between OXCs s and d, s, d = 1, 2, · · · , M . This

traffic matrix is derived directly from the lightpath set L as follows: if a lightpath needs

to be set up from LSR A connected to OXC s and LSR B connected to OXC d, then we

increment vs,d. Let us define the following parameters:

• Objective function variable Wf . This is the total number of wavelengths needed to

route all the lightpaths in the network (i.e., the maximum number of wavelengths

used at any link of the physical topology).
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• Number of wavelengths per fiber, Wc. This is not the same as W defined above.

Instead, it is a variable used to set up the IP formulation. It is given a very high value

(e.g., 1000) to ensure that the problem has a feasible solution.

• Wavelength usage variables yw. yw = 1 if wavelength w, w = 1, · · · , Wc, is used in

some link of the physical topology, zero otherwise.

• Physical topology variables ti,j . ti,j = 1 if there is a link between OXC i and j in the

topology, and zero otherwise.

• Route variables λs,d
i,j (k). λs,d

i,j (k) = 1 if the k-th lightpath from OXC node s to OXC

node d uses physical link (i, j), and zero otherwise.

• Wavelength assignment variables cs,d
w (k). cs,d

w (k) = 1 if the k-th lightpath from OXC

node s to OXC node d uses wavelength w, and zero otherwise.

We can now set up the IP formulation as follows:

Objective function: Minimize Wf =
∑

w yw

Subject to:

Traffic and lightpath constraints:

∑
j

λs,d
i,j (k) =




1, i = s

2, i 6= s


 ∀ s, d, k (3.2)

∑
i

λs,d
i,j (k) =




1, j = d

2, j 6= d


 ∀ s, d, k (3.3)

∑
k

∑
j

λs,d
s,j (k) = vs,d ∀ s, d (3.4)

∑
k

∑
i

λs,d
i,d (k) = vs,d ∀ s, d (3.5)

Physical topology constraints:

∑
i

ti,j ≤ p ∀ j (3.6)

∑
j

ti,j ≤ p ∀ i (3.7)

∑
i∈S,j∈S̄

ti,j ≥ 2 ∀ S ⊂ V (3.8)
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ti,j ≥ λs,d
i,j (k) ∀ i, j, s, d, k (3.9)

Wavelength capacity Wc per fiber constraint:

∑
k

∑
s,d

λs,d
i,j (k) ≤ Wc ∀ i, j (3.10)

Wavelength assignment constraints:

∑
k

∑
w

cs,d
w (k) = vs,d ∀ s, d (3.11)

∑
k

∑
s,d

λs,d
i,j (k)cs,d

w (k) ≤ yw ∀ i, j (3.12)

Integer constraints:

ti,j = 0, 1, λs,d
i,j (k) = 0, 1, cs,d

w (k) = 0, 1,∀ i, j, s, d, w, k (3.13)

Constraints (3.2) and (3.3) ensure that the traffic flowing out of an OXC node

equals the traffic flowing into this node. Constraint (3.4) guarantees that the total number

of wavelengths on all the links originating from node s for the lightpaths from s to d

is equal to the number of lightpath requirements from node s to d. Constraint (3.5) is

similar, and makes sure that the total number of wavelengths on all the links sinking to

node d for the lightpaths from s to d is equal to the number of lightpaths from node s to

d. Constraints (3.6) and (3.7) guarantee that the degree of a node cannot exceed p, the

maximum available number of ports in an OXC used to interconnect to other OXCs. p

plus the number of ports used for the LSRs attached to this OXC equals the total number

of ports P of this particular OXC. Constraint (3.8) provides a necessary and sufficient

condition for a 2-connected graph, a common requirement for a reliable communication

network; note that V in this expression is the set of OXC nodes. Constraint (3.9) forces the

lightpaths to be routed over existing physical links. Constraint (3.10) sets the maximum

number of wavelengths per physical link, i.e., the total number of the lightpaths passing

through a physical link can not exceed the maximum number of available wavelengths, Wc.

Constraint (3.11) assigns a wavelength for every lightpath. Constraint (3.12) allows only

one wavelength in a physical link to be used by a particular lightpath; note that this is a

non-linear constraint. Finally, the last constraint ensures that all the variables take integer

values.
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The solution to the above problem gives an optimal topology for M OXC nodes, as

well as the optimal lightpath routing and wavelength assignment that minimizes the number

Wf of wavelengths used in any link. Let W ?
f be this optimal number of wavelengths. We

note that W ?
f can be greater than, equal to, or less than the number of wavelengths W

actually supported by the fiber links of the MPλS network. If W ?
f = W , then the solution

is not only optimal, but it is also feasible given the available number of wavelengths W .

However, if W ?
f > W , then this optimal solution is not feasible. In this case, we may have

to increase the number M of OXCs that was given as input to the problem. By solving the

same problem with a larger value of M , we will obtain a new optimal solution requiring a

smaller number of wavelengths. On the other hand, if W ?
f < W , the solution is feasible,

but it may also be possible that another solution exist, one in which the physical topology

consists of a smaller number of OXCs and which requires no more than W wavelengths.

Thus, we can solve the same problem with a smaller value for M as input in the hope of

finding such a solution.

The above observations naturally lead to a binary search approach to obtaining

an optimal solution that requires no more than W wavelengths and minimizes the number

of OXCs in the MPλS network. The binary search is illustrated in the overall algorithm

shown in Figure 3.3.

3.3 The Heuristic Algorithm

The topology design problem presented in Section 3.1 is NP-complete since the in-

corporated wavelength assignment subproblem has been proved to be NP-complete. The IP

model presented in Section 3.2 can only be solved for very small size networks in reasonable

time because the number of variables and constraints increase much faster than the size of

the network. The non-linear constraint (3.12) has made the IP model more difficulty. In

this section, we present a set of heuristic algorithms for this problem that can be applied

to medium and large size networks. We divide the problem into the following tasks: (i)

generation of a feasible physical topology that satisfies all of the constraints (3.2)-(3.13),

(ii) routing of lightpaths, and (iii) assignment of wavelengths to lightpaths. Each of these

tasks is solved using a heuristic algorithm. We then use a genetic algorithm (GA) to gener-

ate additional feasible physical topologies, and we iterate in order to obtain a near-optimal
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solution with a minimum total number of wavelengths.

3.3.1 Generation of a Random Feasible Physical Topology

Recall that a feasible OXC network is at least 2-connected. In order to get a

feasible topology, we first generate a random tree, then grow a 2-connected graph from it.

If we number the leaves of the tree as i, · · · , H, we can sequentially connect pairs of leaves

with edges (i, i+1), · · · , (H − 1, H) to obtain a 2-connected graph. Thus, the only question

is how to generate a random tree of M nodes, where each node represents one of the OXCs.

We have adopted the method from [58] to generate a random tree of M nodes.

Each tree of M nodes has an one-to-one relationship with a Prufer number that has (M−2)

digits. The digits are integers between 1 and M . Consider a tree T of M nodes numbered 1

to M in some manner. To obtain its Prufer number P (T ), we start with a null Prufer

number (one with no digits) and we repeat the following steps to build P (T ) by appending

one digit at a time to the right of the current Prufer number. Let i be the lowest numbered

leaf in the tree, and let j be the parent of i. Then, j becomes the rightmost digit of P (T ).

We remove i and edge (i, j) from T . If i was the only child of j, then j becomes a leaf. If

only two nodes remain in the tree, we stop; P (T ) has been formed. Otherwise, we repeat

the above process with the new lowest numbered leaf.

The reverse process of obtaining a tree from a Prufer number P (T ) with (M − 2)

digits in the range 1 to M consists of these steps. First, designate all nodes whose number

does not appear in P (T ) as eligible. Let i be the lowest numbered eligible node, and let

j be the leftmost digit of P (T ). Add the edge (i, j) to T and remove the leftmost digit j

from P (T ). Designate i as no longer eligible. If j does not occur anywhere in what remains

of P (T ), then designate j as eligible. Repeat the above procedure until no digits remain in

P (T ), in which case there are exactly two nodes, say, i and j, still eligible. Add (i, j) to

T and stop. Since there are exactly (M − 2) digits in the Prufer number and we remove a

digit each time we add an edge to T , the final graph T has exactly M − 1 edges; it is also

shown in [58] that T has no cycles, thus it is a tree.

As an example, suppose that M = 8, and that the Prufer number is 666585

(consisting of M − 2 = 6 digits in the range 1-8). Nodes 1,2,3,4, and 7 do not appear in

P (T ) and are designated as eligible for consideration. Node 1 is the lowest numbered eligible

node, and digit 6 is the leftmost digit of the Prufer number. Consequently, we add the edge
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8
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7432 1
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Figure 3.1: (a) Tree of 8 nodes corresponding to the Prufer number 666585, (b) the resulting
2-connected graph

(6,1) to the tree, we make node 1 ineligible, and we remove the leftmost digit 6 from the

Prufer number. The remaining Prufer number is thus 66585, and since digit 6 appears in

it, node 6 is not made eligible. In the second step, node 2 is the lowest numbered eligible

node and digit 6 is the leftmost digit in the remaining Prufer number. We add edge (6,2)

to the tree T , we make node 2 ineligible, and we remove digit 6 from the Prufer number.

The number which remains is 6585, so node 6 remains ineligible. In the third iteration,

node 3 is the lowest numbered eligible node and the leftmost digit in the Prufer number

is once again digit 6. Thus, we add edge (6,3) to the tree, we make node 3 ineligible, and

we remove digit 6 to obtain the new number 585. Since the digit 6 does not appear in the

new number, we make node 6 eligible. We continue in this manner, and we add edges (5,4),

(8,6), and (5,7) to the tree, at which point the Prufer number becomes null (all its digits

have been removed). At this stage there are only two nodes eligible, nodes 5 and 8. We

next add edge (8,5) to obtain the tree shown in Figure 3.1(a).

Based on the above discussion, the following steps summarize the algorithm for

generating a random feasible physical topology:

1. Given the number M of OXCs, randomly generate (M − 2) digits in the range of 1

to M to form P (T ).

2. Generate a tree T using the Prufer number, as above.

3. Construct a 2-connected graph by adding edges sequentially to connect the leaves of

the tree T .

After connecting the leaves of the tree in Figure 3.1(a), we get the 2-connected
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graph shown in Figure 3.1(b).

3.3.2 Routing and Wavelength Assignment

We now assume that we are given a 2-connected physical topology of M OXCs,

as well as a set of lightpaths between pairs of OXCs that need to be established. We now

present two algorithms, one to route each lightpath over a physical path of fiber links, and

another to assign wavelengths to the lightpaths. Note that we treat the routing and wave-

length assignment subproblems independently; this approach may require a larger number

of wavelengths than a combined solution, but the latter is intractable while our approach

can be applied directly to networks of realistic size. Furthermore, as we shall see, the routing

algorithm takes into account the number of lightpaths using each link in order to minimize

the number of wavelengths needed.

We use Dijkstra’s shortest path algorithm to route the set of lightpaths over the

given physical topology. In order to minimize the number of wavelengths used on a physical

link, we use two heuristic approaches. First, the link weight used in Dijkstra’s algorithm is

dynamically adjusted to reflect the number of wavelengths already allocated on each link.

Consider physical link ` and let C` be the actual link cost (C` is a constant) and w` be the

number of lightpaths already using this link. Then, each time we run Dijkstra’s algorithm

to find a path for a certain lightpath, we use the quantity L` = C` + Hw` as the cost of

link `, where H is a tunable weight parameter. This cost function forces new lightpaths to

be routed over less congested links in the physical topology, reducing the total number of

wavelengths used in the network. For the next application of the algorithm, quantities w`

are incremented for all links ` along the path of the just routed lightpath.

The second heuristic approach has to do with the order in which we consider the

given lightpaths for routing. Specifically, we first sort the OXC nodes in an ascending order

according to their degree (ties are broken arbitrarily). Starting with the first OXC node

(the one with the smallest degree), we apply Dijkstra’s algorithm to route all lightpaths that

have this node as source or destination. We proceed in this manner by considering nodes

with higher degrees. This method results to a considerably lower wavelength usage than

when selecting the nodes randomly. This is because nodes with smaller degrees have fewer

alternative links to route their lightpaths. In view of this, routing lightpaths originating or

terminating at these nodes first will increase the wavelength use of their links. Because of
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the cost function described above, later lightpaths will tend to avoid the links around these

nodes. On the other hand, if a node with a small degree was considered late in the process,

its lightpaths would have to use one of its links regardless of how congested these links were,

potentially increasing the overall number of wavelength required. We refer to this scheme

as the smallest-degree-first-routing (SDFR) algorithm. The following steps summarize the

heuristic algorithm for routing lightpaths:

1. Use the link weight function L` = C` + Hw`.

2. Sort the nodes in an ascending order of their degree.

3. Consider each node in this order and use the Dijkstra’s algorithm to build the shortest

path for its lightpaths.

Once the physical links for each lightpath have been obtained, we need to assign

wavelengths such that if two lightpaths share the same link then they are assigned a different

wavelength. This wavelength assignment problem can be shown to be equivalent to the

vertex coloring problem of an induced simple graph [85]. The induced graph is such that its

vertices correspond to lightpaths in the original network, and vertices of the induced graph

are linked by an edge only if the two corresponding lightpaths share the same physical

link. A heuristic algorithm was developed in [85] to solve the vertex coloring problem. The

algorithm uses a greedy approach to assign wavelengths (color) to the lightpath (vertex).

We adopt this algorithm to perform wavelength assigned, since it has been shown to have

good accuracy and to run in polynomial time. We also note that the upper bound of the

number of distinct colors (wavelengths) used is equal to the maximum degree of the induced

connection graph plus one.

3.3.3 The Genetic Algorithm (GA)

In the last decade, genetic algorithms (GAs) [36, 72] have proved to be a practical

and robust optimization and search tool. These algorithms are based on the mechanisms

of evolution and natural genetics that lead to the survival of the fittest by the process of

natural search and selection. A GA generates a sequence of populations using a selection

mechanism, and then applies crossover and mutation as search mechanisms. A GA is a

global random search technique in the solution space of the problem and it usually avoids
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entrapping into a local optimization; for further details on the properties of GAs the reader

is referred to [36, 72] and the references therein. The steps involved in a GA are as follows:

1. Design an efficient encoding scheme (chromosome) of the solution. Usually, this is a

one-to-one bit string mapping to a solution.

2. Generate an initial set of feasible solutions. This set is referred to as a generation.

The population size of the generation is determined by the variable Gs. This initial

generation becomes the current generation.

3. If the stop criterion has been met, return the best solution in the current generation as

the near-optimal solution and stop; otherwise, continue to Step 4 for another iteration.

Usually the stop criterion is a predetermined number of iterations.

4. Randomly select solutions from the current generation based on their fitness values

given by the value of the objective function. The selection probability for a solution

is generally proportional to its fitness value. The selected solutions form the basis of

the offspring generation.

5. Perform crossover on the selected solutions. This step includes picking up pairs of

strings at random, randomly choosing a crossover point, and switching the two strings

after the point. This crossover is controlled by the crossover rate Rc. The algorithm

invokes crossover only if a randomly generated number is less than Rc.

6. Perform mutation on the solutions obtained from Step 5, i.e., flip the bits of each

string. Mutation is controlled by the mutation rate Rm, which is the probability that

a bit will be flipped.

7. Calculate the fitness value for the new individuals if the new individual solutions are

feasible. If an individual is not feasible, it is either made feasible or it is dropped.

8. Repeat Steps 4-6 until a new generation of the size (Gs − 1) is generated. Set this as

the current generation. Add the best solution from the last generation to the current

generation. Go back to Step 3.

We use a GA algorithm to generate feasible physical topologies starting from

the initial physical topology we obtained in Section 3.3.1. The objective is to search for

physical topologies that will improve on the number of wavelengths required to establish
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Figure 3.2: (a) A physical topology with six nodes, (b) its adjacency matrix

the given set of lightpaths. Since we assume that the number M of OXCs is given, we

define our solution space as the set of feasible physical topologies on M nodes that satisfy

the constraints (3.2)-(3.13) given in Section 3.2. The fitness value of a feasible individual

is the objective function Wf in our IP model (actually, it is the value of Wf obtained after

we apply the heuristic routing and wavelength assignment algorithms of Section 3.3.2). We

now proceed to describe the encoding of the solution, the calculation of the fitness value,

the selection, crossover, and mutation strategies, and the handling of infeasible solutions.

Encoding. Consider a graph with M vertices. We number the vertices from 0 to M−1 and

the edges of the graph from 0 to M(M−1)
2 − 1. We read the string from left to right. Each

edge (i, j) is numbered using an index k, which is defined according to the index of the two

endpoints of the edge, i and j. Specifically, k = M(M−1)
2 − (M−i)(M−i−1)

2 + j− i−1, 0 ≤ i <

j < M . The solution is encoded into a chromosome (i.e., a bit string of length M(M−1)/2)

as follows. Each edge is represented by a bit in the bit string. If the edge exists, the bit is

set to 1; otherwise it is set to 0. The position of the bit representing an edge is given by

the edge index k.

As an example, let us consider the graph shown in Figure 3.2(a). The code of this

graph is 10100 1000 110 01 1, which is simply the concatenation of the five rows above the

diagonal of the adjacency matrix for this graph, shown in the shaded area of Figure 3.2(b).

Fitness value. This is the value of the objective function of the current solution (physical

topology), i.e., the total number of wavelengths used in the network. This value is obtained

by running the routing and wavelength assignment heuristic algorithms on the current
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physical topology.

GA parameters. The performance of a GA is determined by the right choice of control

parameters: the crossover rate Rc, the mutation rate Rm, and the population size, Gs. In

order to shorten the running time of the algorithm, we choose a relatively small population

size and therefore a high level of string disruption. We set Rc = 0.8, Rm = 0.1, and Gs = 25.

We use the following operations to generate an offspring from the parent generation until

we get a new generation of the population size Gs. These operations work on the edge

string encoding a graph.

• Selection: select two candidates from the parent generation using the roulette wheel

selection mechanism. The individual with the highest fitness value (the total number

of wavelengths) has the least probability to be selected.

• Crossover: If the random number we pick up is smaller than Rc, we crossover the

two candidates obtained by the above selection operation. For example, let us assume

that the two selected individuals from the parent generation are 1100001101 and

0110110011, and that the crossing point is the sixth digit. In this case, we obtain the

following two new codes: 1100000011 and 0110111101.

• Mutation: We mutate bit-by-bit the two individuals obtained from the above crossover

operation. For every bit of the string, we pick up a random number and flip this

bit only if the random number is smaller than Rm. This results to two offspring.

For example, after mutating the above two codes we may obtain: 1101000011 and

0111111101.

Infeasible individuals. It is possible that an offspring generated by the above process

may correspond to an infeasible graph. That is, the graph may not be 2-connected or it

may exceed the constraint on the connectivity α. Therefore, we run the following four tests

for each generated offspring:

1. Check the nodal degree of each node to make sure that the constraint on the number

of ports per OXC is satisfied.

2. Check if the total number of edges of the generated graph exceeds the given number

of edges decided by the connectivity α.

3. Check the nodal degree to see if every node has a degree more than 2.
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Complete Algorithm for Designing an MPλS Network
Input: The number N of LSRs, the set L of lightpaths, the number P of ports/OXC, the
number W of wavelength/fiber, the connectivity α, and the number of generations G.
Output: A physical topology of M OXCs, and the RWA for the set L of lightpaths.

1. begin
2. Mmax ← N/2, Mmin ← 1 // Initialize range for number of OXCs
3. num gen ← 0 // Initialize the number of generations
4. M ← (Mmax + Mmin)/2 // Binary search
5. phy top ← initial physical topology generated using the algorithm in Section 3.3.1
6. For the physical topology phy top:
7. Solve the RWA problem using the algorithms in Section 3.3.2
8. Calculate the objective function (i.e., fitness value) Wf

9. While num gen < G: // Genetic algorithm
10. num gen ← num gen + 1
11. Use the algorithm in Section 3.3.3 to create a new generation of physical topologies
12. For each individual phy top in the new generation calculate the fitness

value Wf using Steps 7 and 8
13. W ? ← smallest fitness value Wf from the last generation
14. phy top? ← physical topology with smallest fitness value W ?

15. If W ? > W then
16. Mmin ← M ; go back to Step 3
17. Else if W ? < W − 5 then
18. Mmax ← M ; go back to Step 3
19. Else return M , phy top?

20. end of the algorithm

Figure 3.3: Algorithm for the design of MPλS networks

4. If the first three checks are successful, run a 2-connectivity check procedure that is

based on the construction of the Depth-First-Search tree for the graph. Steps 3 and

4 combine to check if the network is 2-connected.

If tests 1 or 2 fail, then we drop the individual. If tests 3 or 4 fail, the graph is not

2-connected. We add edges between the disconnected OXCs until the graph becomes 2-

connected. If the solution passes the above four tests, we run the RWA heuristics to obtain

the minimum number of wavelengths needed in the network.

The complete algorithm is shown in Figure 3.3. For a particular value of the

number M of OXCs, the complexity of the algorithm is dominated by Steps 6-18. In
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particular, the while loop in Steps 9-12 is executed G times, where G is the number of

generations in the GA. For each of the Gs individuals of a generation, Steps 7 and 8 must be

performed. Step 7 involves running Dijkstra’s algorithm to find shortest paths for all | L |=
∆N lightpaths, and running the wavelength assignment heuristic described in Section 3.3.2

on the resulting virtual topology; Step 8 takes constant time once Step 7 has completed.

Let M be the number of OXCs for a given iteration of the binary search starting at Step

4. Dijkstra’s algorithm takes time O(∆NM2), while the wavelength assignment heuristic

we have implemented takes time O(∆2N2). Thus, Steps 7 and 8 for a single individual

of a single generation when the number of OXCs is M takes time O(∆NM2 + ∆2N2).

Accounting for all G generations and all Gs individuals of a generation, the time taken by

the GA for a single value M of the number of OXCs is O(GGs(∆NM2 + ∆2N2)).

Since the wavelength assignment heuristic takes a considerable amount of time, in

order to decrease the computation time, we have made the following modification to the

algorithm in Figure 3.3. During the first G − 1 iterations of the GA algorithm, we use an

upper bound in Step 7 of the algorithm to calculate the number of wavelength needed. This

upper bound is easily calculated as it is the maximum degree of the induced connection

graph plus one. In the last iteration we use The heuristic wavelength assignment algorithm

of Section 3.3.2 is used only in the last iteration. This modified algorithm takes time

only O(Gs(G∆NM2 + ∆2N2)). Our experiments have shown that the significantly faster

computation time of the modified algorithm has little effect on the accuracy of the results.

3.4 Lower Bounds on the Number of OXCs

We now present a lower bound on the number M of OXCs required given: the

number N of LSRs, the number W of wavelengths, the degree of connectivity α of the optical

network, the number P of ports of each OXC, and the number ∆ of optical interfaces at

each router.

We can obtain a lower bound simply by counting the number of OXC ports required

in the network. Recall that E denotes the number of links in the optical network. Now,

2N OXC ports are needed to connect the N LSRs to the optical network (since each LSR

is connected to two OXCs), while 2E ports are needed for the fiber links interconnecting



40

the OXCs. Since the total number of OXC ports is MP , we have that:

MP ≥ 2N + 2E = 2N + αM(M − 1) (3.14)

Solving this equation for M , we obtain:

M ≥




P + α−
√

(P + α)2 − 8αN)

2α


 (3.15)

where input parameters N , P , and α should be such that (P + α)2 ≥ 8αN .

The above result only considers the constraint on the number of ports per OXC

and the degree of connectivity of the OXC network, and, it is proportional to the value of

α, i.e., the larger the α is, the higher the lower bound is. In the algorithm we present in

last section, we only set an upper bound for alpha. So this bound is not valid without a

lower bound on α.

We now present another lower bound that takes the available number W of wave-

lengths into consideration and gets rid of α in the expression. Recall from requirement R3

that the network must support N∆ lightpaths, where ∆ is the number of optical interfaces

at each of the N LSRs. Let D denote the average number of hops (fiber links traversed)

over all lightpaths. Then, we have that:

N∆D ≤ 2WE (3.16)

where 2WE is the total number of link-wavelengths in the network, assuming that each

fiber link between any pair of OXCs consists of two unidirectional fibers. Combining this

result with equation (3.14), we obtain:

M ≥ N∆D

WP
+

2N

P
=

N

P

(
∆D

W
+ 2

)
(3.17)

From (3.17) we see that the lower bound on M depends on the lower bound on

the average hop length D over all lightpaths. An immediate lower bound on D is 1, so we

obtain a second lower bound on M as:

M ≥ N

P

(
∆
W

+ 2
)

(3.18)

To obtain a better lower bound on D, we note that, in a network with M nodes,

at least M/2 nodes are at distance blogd M/2c or more from any given node [59], where d
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is the maximum nodal degree. In our case, every OXC has P ports, among which 2N/M

are used to interconnect the LSRs assigned to this OXC, so the maximum nodal degree in

the core OXC network is d = P − 2N/M . Also the lower bound 1 is still valid for the left

nodes. Therefore, we have D ≥ logd M/2+1
2 . If we use this value of D as the average hop

length in equation (3.17), we have that:

W (MP − 2N) ≥ N∆
logd

M
2 + 1
2

, d = P − 2N

M
(3.19)

Using iteration over M from 0 to N on both sides of the above inequality until it is satisfied,

we can obtain the minimum feasible value of M .

We note that M/2 is generally greater than d for middle- or large-size networks, in

which case logd M/2+1
2 is greater than 1. Therefore, the lower bound obtained from 3.19 is

generally better than that obtained from 3.18. In the computation, we take the maximum

value obtained from expressions 3.18 and 3.19.

3.5 Numerical Results

In this section we present results that illustrate how the different design parameters

affect the number of OXCs required to interconnect a set of LSRs. We vary the design

parameters as follows: the number N of LSRs is varied between 100-1000, the number W

of wavelengths per link takes the values 32, 64, 128, the number P of ports per OXC varies

from 16-64, and the number ∆ of transceivers per LSR takes the values 4-24. We also

set the upper bound on the degree of connectivity α of the MPλS network of OXCs to

0.4. We have assigned the N LSRs to the OXCs in a round-robin manner. That is, the

first LSR is attached to the first and second OXC, the second LSR to the third and fourth

OXC, and so on (recall that by requirement R1 each LSR must attach to at least two

OXCS). This assignment is made for convenience only, and is not inherent to our approach;

in fact, the algorithm in Figure 3.3 can accommodate any arbitrary assignment of LSRs to

OXCs. The set L of lightpaths is chosen so that each LSR has exactly ∆ incoming and ∆

outgoing lightpaths (see requirement R3) to a random set of other LSRs. Again, however,

our algorithm will accommodate any set of lightpaths.

We should point out that the above ranges of the design parameters are based on

realistic assumptions regarding the state of the technology and the size of the MPλS net-
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works, and go far beyond the small networks to which previous virtual topology algorithms

were limited. The results presented here illustrate that our algorithm can be applied to net-

works of size between one and two orders of magnitude greater than that of the networks

studied previously. We also emphasize that the algorithm in Figure 3.3 computes not just

the number of OXCs, but also the physical topology of the MPλS network (i.e., the physical

links between the OXCs), as well as the routing and wavelength assignment for the set L of

lightpaths between the LSRs. However, due to the large size of the resulting networks, it is

not possible to draw the physical topology of fiber links or the logical topology of lightpaths

here.

We first take a look at the performance of the GA algorithm we use to find the

optimal physical topology under a certain number of wavelengths in Figure 3.4. It shows

the results of the last iteration on the number of OXCs (the optimal ones). The number

of LSRs is 600, 700, and 800 and the number of wavelengths is 32. We can see that the

algorithm converges after 6 or 7 iterations to the wavelength constraint, which actually

represents a current good physical topology of the network on the given number of OXCs.

In Figure 3.5 we plot the number M of OXCs in the MPλS network against the

number N of LSRs. Three plots are given for three different values of the number of

wavelengths per link, W = 32, 64, 128. For these results, we have let ∆ = 12 and P = 64.

We make two important observations. First, the number M of OXCs increases almost

linearly with the number N of LSRs, but the slope of the curves is moderate. In particular,

an increase by a factor of ten in the number of LSRs results in an increase in the number

of OXCs by a factor between four (for W = 32) and seven (for W = 128). Since we have

kept the degree of connectivity at around 0.4 for all physical topologies, the corresponding

increase in the number of links in the topology, as N increases, is similar. This result implies

that OXC networks to interconnect very large number of LSRs can be built cost-effectively.

The second observation is that the larger the number of wavelengths available at each fiber

link, the smaller the number of OXCs required for a given number N of LSRs. This result

is expected, however, we note that a two-fold increase in the number of wavelengths (from

32 to 64) reduces the number of OXCs by less than 1/2 (between 44% for N = 100 and

41% for N = 1000). We also see the effect of diminishing returns, since a second two-fold

increase in the number of wavelengths (from 64 to 128) results in a smaller reduction in the

number of OXCs (between 40% for N = 100 and 13% for N = 1000). Note that, for a given

value of N , the number of lightpaths in the set L remains constant at ∆N across the three
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curves in Figure 3.5, so one would expect a larger decrease in the number of OXCs as the

number of wavelengths increases. However, recall that 2N OXC ports are needed to attach

the LSRs to the OXC network. Since the number of ports per OXC remains constant at

P = 64, as W increases, the number of OXCs needed is constrained by the number of ports

required rather than the number of lightpaths that need to be established. In other words,

in order to take full advantage of the larger number of wavelengths in the fiber, OXCs with

a larger number of ports must be employed.

In Figure 3.6 we fix the number of wavelengths to W = 64 and the number of

ports per OXC to P = 64, and we plot the number of OXCs against the number N of LSRs.

Three curves are shown, one for a different value of the number of transceivers per LSR,

∆ = 4, 8, 12. Note that the curve for ∆ = 12 is identical to the middle curve of Figure 3.5

for W = 64, although the scales in the two figures are different. Again, we see that the

number of OXCs increases linearly with the number of LSRs. Recall that the number ∆N

of lightpaths that must be established for a given value of N increases linearly with ∆.

However, the curves in Figure 3.6 show that the number of OXCs for a given N value

needed to support the larger number of lightpaths increases much more slowly than ∆. For

instance, for N = 100, 6 OXCs are needed for ∆ = 4, 8 OXCs for ∆ = 8, and 10 OXCs for

∆ = 12. For N = 1000, the corresponding number of OXCs are 36, 42, and 46, respectively.

These results indicate that a relatively small incremental cost (in terms of additional OXCS

and fiber links to interconnect them) can provide a significantly richer connectivity among

the LSRs.

In Figure 3.7 we plot the number of OXCs against the number of wavelengths

when the number of LSRs is constant at N = 300 and the number of ports per OXC is

P = 64. Three curves for different numbers of transceivers per LSR are shown, ∆ = 4, 8, 12.

The results are as expected. Specifically, the number of OXCs needed decreases as the

number W of wavelengths per fiber increases, but the curves flatten out once W > 80.

As we mentioned above, this reflects the fact that a larger number of ports per OXC is

needed to take full advantage of the large number of wavelengths. Also, more OXCs are

required as ∆ increases, but the results are consistent with the previous figure in that the

increase in the number of OXCs is significantly slower than the increase in ∆ (and the

corresponding increase in the number of lightpaths to be established). Similar observations

can be made from Figure 3.8, where we let N = 300 and P = 64, and we plot the number

of OXCs against the number ∆ of transceivers per LSR. Note that ∆ (and, consequently,
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Figure 3.6: No. OXCs in the physical topology (W = 64, P = 64)

the number of lightpaths) increases by a factor of six from 4 to 24, the number of OXCs

required increases much slower, from 20 to 48 when W = 32. In fact, the increase in the

number of OXCs is even slower for larger number of wavelengths, from 10 to only 20 for

W = 128.

In Figure 3.9 we let N = 300 and W = 32 and we plot the number of OXCs against

the number P of ports, for three different values of ∆, ∆ = 4, 8, 12. There is a sharp drop

in the number of OXCs initially, as P increases from 16 to 24, but the curves level off after

that. Also, we again see that the value of ∆ does not significantly affect the number of

OXCs. These results indicate that by employing OXCs of medium size (in terms of P ) can

have a dramatic effect in the number of OXCs required. While OXCs with many ports are

expected to be more expensive than those with few ports, the dramatic drop in the curves

of Figure 3.9 indicates that it may be cost-effective to employ the former; also, for the same

degree of connectivity α, fewer OXCs implies significant savings in fiber links.

Finally, in Figures 3.10 and 3.11 we compare the results of our heuristic algorithm

to the lower bound we presented in Section 3.4. Figure 3.10 plots the middle curve of

Figure 3.5 and the corresponding lower bound; thus, these plots correspond to the following

values of the input parameters: ∆ = 12, P = 64, and W = 64. As we can see, the
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Figure 3.7: No. OXCs in the physical topology (N = 300, P = 64)

two curves have very similar behavior, and the results from our heuristic are not far away

from the lower bound. We emphasize that the lower bound is obtained simply by counting

the number of network resources that are absolutely necessary to support the given set of

lightpaths. In other words, there is no guarantee that there exists a physical topology with

a number of OXCs equal to the lower bound, such that it is possible to route and assign

wavelengths to the given set of lightpaths. Therefore, the optimal number of OXCs lies

somewhere between the two curves in Figure 3.10.

Figure 3.11 is similar to Figure 3.10, but it plots the bottom curve of Figure 3.6

and the corresponding lower bound, for W = 64, P = 64, and ∆ = 4. Again, we see our

heuristic returns a number of OXCs that is close to the lower bound, and this result is

consistent across the range of the number N of LSRs shown in the figure. Very similar

results regarding the relative performance of our heuristic and the lower bound have been

obtained for a wide range of the input parameters.
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3.6 Concluding Remarks

We have described a set of heuristic algorithms for the physical and logical topol-

ogy design of large-scale optical networks of OXCs. Our objective has been to minimize

the number of OXCs given a constraint on the number of wavelengths per fiber link and

certain constraints (i.e., biconnectivity) on the physical topology. We presented routing

and wavelength assignment heuristics, as well as a genetic algorithm to iterate over the

set of physical topologies. We have applied our algorithms to design networks that can

accommodate hundreds of LSRs and several thousands of lightpaths. Our results are close

to optimal, and they have shed new light into the design of MPλS networks. The most

important finding is that it is possible to build cost-effective networks that provide rich

connectivity among the LSRs with relatively few, but properly dimensioned, OXCs.
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Chapter 4

Protection and Spare Capacity

Allocation

Survivability is a fundamental requirement to the design of modern high-speed

networks. In this chapter, we demonstrate how to integrate this requirement into the

algorithms we developed in last chapter. As we have pointed out in Section 2.2, a shared

path-based protection scheme is the most suitable one for the optical network in terms

of spare capacity consumption and restoration time. We focus on heuristic algorithms to

implement this scheme since it is a also NP-complete problem. As in the previous chapter,

we decompose the problem into the primary/backup paths routing subproblem and the

wavelength assignment subproblem and we develope heuristics to solve each subproblem.

We also conduct numerical analysis using these algorithms and we compare them with

the results from Chapter 3 in which protection was not considered. The results show that

considering protection in the topology design will require more resources in terms of number

of OXCs and number of fibers. However, the resource increase is moderate, confirming the

conclusion we made in the previous chapter that cost-effective optical backbone networks

that provide rich connectivity among large numbers of LSRs can be built with relatively

few, but properly dimensioned, OXCs.
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4.1 Protection Schemes: Algorithms and Implementation

In this section we focus on the shared path-based protection schemes. Since the re-

lated routing and wavelength assignment problem is NP-complete, we develop two heuristic

algorithms that are polynomial in running time.

4.1.1 Routing of Link-Disjoint Paths

The routing of a pair of primary/backup paths is equivalent to the disjoint path

problem since they should not share a common physical link or node to prevent the lightpath

from one-link or one-node failure.

As we have discussed in Section 2.2, we will only consider single link failures, so

a pair of link-disjoint paths is sufficient for the routing of the primary/backup paths. The

link-disjoint problem can be defined as follow.

Definition 4.1.1 Given a network G = (V, E), a source node s ∈ V , and a sink (destina-

tion) node t ∈ V , find two paths from s to t that have no links in common.

We note that the networks we generate in 3 are biconnected, which guantantees

the existence of a pair of disjont paths between any pair of nodes in the network. A

straightforward way to find a pair of link-disjoint paths for a connection (s, t) (s is the source

and t is the destination) is a two-step algorithm that works as follows: Find the shortest

path first and mark it as the primary path p1. Then remove all links of p1 from E and find

the shortest path again from s to t and mark it as the backup path b1. Obviously, p1 and b1

are link-disjoint. The advantage of this method is that we can always find a shortest path

for the primary path, which is desirable for the QoS requirement of the connection service.

Plus its implementation is very simple. The drawback of this method is that sometimes it

may fail to find a pair of link-disjoint paths though there actually exists one [14]. In this

case the pair of link-disjoint paths does not contain the shortest path between the source

and the destination. In case that this method fails, we adopt the algorithm developed in

[14], which can guarantee a pair of link-disjoint paths to be found when there exists one.
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4.1.2 Wavelength Assignment for Shared Path-Based Protection

We consider two approaches, namely: separate routing and joint routing, to solve

the routing and wavelength assignment problem for primary and backup paths.

1. Separate routing, joint assignment

The primary and backup paths for each connection are routed one by one as a pair

of link-disjoint paths. Then these paths are converted into an induced graph Q and a

vertex coloring algorithm is used to assign the wavelength. Each vertex in this graph

represents a lightpath and two vertices are connected by a link only if they share a

common fiber link in the original graph under certain conditions. There are five types

of relationship between any two pairs of primary/backup paths and accordingly their

relationship in the induced graph is decided as follows. Suppose that p1 and p2 are

the primary paths for two connections, b1 and b2 are the corresponding link-disjoint

backup paths. We then have:

• p1 and b1 are disjoint: p1 and b1 can use the same color, so there is no link

between them in Q; p2 and b2 are disjoint: p2 and b2 can use the same color, so

again there is no link between them in Q;

• p1 and b2 overlap: p1 and b2 must use different colors, so p1 and b2 are connected

in Q; p2 and b1 overlap: p2 and b1 must use different colors, so p2 and b1 are

connected in Q;

• p1 and p2 disjoint: p1 and p2 can use the same color, b1 and b2 may also use the

same color. Therefore, there is no link between p1 and p2, or between b1 and b2

in Q.

• p1 and p2 overlap, b1 and b2 also overlap: p1 and p2 must use different colors,

b1 and b2 must also use different colors. Therefore, p1 and p2, b1 and b2 are

connected in Q.

• p1 and p2 overlap, b1 and b2 disjoint: p1 and p2 must use different colors, b1

and b2 can use the same color. So p1 and p2 are connected, but there is no link

between b1 and b2 in Q.

We associate a vector Lj for each of the |E| links. Lj consists of all the paths that use

this link. We use this data structure to decide if two primary paths are overlapping
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Algorithm for shared path-based protection using separate routing and joint
assignment
Input: The physical topology of OXC network G(V, E), the set of lightpaths, L
Output: Routing and wavelength assignment for the primary/backup paths for L based
on the path protection

1. begin
2. while (L is not empty)
3. Remove a ligthpath requirement li from L
4. Find a pair of link-disjoint paths for li
5. Let the shorter one as the primary path pi, the longer one as the backup path bi

6. end while
7. Convert all the primary/backup paths into the induced graph Q according to the five

relationships defined in this section
8. Assign the colors for the graph Q

9. end algorithm

Figure 4.1: Algorithm for path protection using separate routing and joint assignment

or disjoint. The complete algorithm is depicted in Figure 4.1. We call this algorithm

Separate-Routed Shared Path-based Protection (SSPP).

For a particular number N of LSRs and number M of OXCs, the while loop in Steps

2-6 takes O(2∆NM2) time since we use Dijkstra’s algorithm for the lightpath routing,

Step 7 takes O(2∆2N2) for the construction of the induced graph Q, and Step 8 takes

O(4∆2N2) for the graph coloring since we totally have 2∆N lightpahts.Therefore, the

time taken by the SSPP algorithm is O(2∆NM2 + 6∆2N2).

2. Joint routing, separate assignment

We use the heuristics developed in Chapter 3 to route the set of primary paths Lp

first and assign the minimum number of wavelengths for them by coloring a induced

graph Qp. In Qp, every node represents a primary lightpath and two nodes in Qp will

be interconnected by a link if the corresponding lightpaths have at least a physical

link in common in the original network. Secondly, we route a disjoint backup path

for each primary path in the network using the two-step method we described in

Section 4.1.1 and assign an available wavelength for it. We note that the wavelength

assigned to the backup lightpaths should not conflict with those wavelengths having

been assigned to the set of primary lightpaths. Therefore, the wavelength assigment
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for the set of backup lightpaths Lb can be converted to a constrained vertex coloring

problem. After we obtain the routes of the set of backup lightpaths, we first convert

it into a color constrained induced graph Qb, in which a node represents a backup

lightpath and the interconnection relationship among these nodes is decided by the

following conditions:

• p1 and p2 overlap, b1 and b2 also overlap: b1 and b2 must use different wavelength

(color). Therefore, b1 and b2 are connected in Qb.

• p1 and p2 overlap, b1 and b2 disjoint: b1 and b2 can use the same wavelength

(color). Thus, no link exists between b1 and b2 in Qb.

• p1 and p2 disjoint: b1 and b2 can use the same wavelength (color), and no link

exists between b1 and b2 in Qb.

Every node in the Qb is associated with a color constraint set. The color constraint

set Cv for a particular node (backup lightpath) v in Qb is decided by the wavelength

assignment for the set of the primary lightpaths. A backup lightpath v may not use

any wavelength (color) already used by a primary lightpath passing any physical link

in its route.

The constrained vertex coloring problem can be defined as follows:

Definition 4.1.2 Let Qb = (V, E) be a simple graph. Each node v ∈ V has a set of

colors Cv that may not be used. What is the minimum number of colors to cover all

the nodes in V such that any two nodes u and v are not assigned the same color if

e(u, v) ∈ E and the color assigned to a node v, cv /∈ Cv.

In order to solve the constrained vertex coloring problem, we propose an efficient

greedy algorithm that combines the construction of the induced graph Qb with wave-

length assignment. The basic idea is as follows: We begin with an empty graph Qb,

the set of backup lightpaths Lb, and the set of primary lightpath Lp with assigned

colors. At each step, we first remove a backup lightpath v from Lb and assign it with

a constrained vector Cv. Cv is determined by checking every physical link along the
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Algorithm for shared path-based protection using joint routing and separate
assignment
Input: The physical topology of OXC network G(V, E), the set of lightpaths, L
Output: Routing and wavelength assignment for the primary/backup paths for L based
on the path protection

1. begin
2. while (L is not empty)
3. Remove a ligthpath requirement li from L
4. Find the shortest path for li as the primary path pi

5. end while
6. Convert all the primary paths into the induced graph Qp according to their

link jointness relationship
7. Assign the colors for the graph Qp

8. while (L is not empty)
9. Remove a ligthpath requirement li from L
10. Find a path link-disjoint from pi, let it be the backup path bi for li
11. Decide constrained colors to the vector Ci for bi by checking colored Qp

12. Add constrained colors to Ci for bi by checking the colored Qb

13. Color bi by the smallest indexed color not in Ci

14. Add bi to the Qb

15. end while
16. end algorithm

Figure 4.2: Algorithm for path protection using joint routing and separate assignment

route of v and adding all the colors used by primary lightpahts into Cv. We then

compare v with every other backup lightpath u that have been put into Qb with as-

signed colors. If the primary lightpaths of u and v share a common link and u and v

themselves also share a common link, v can not use the color of u, cu, and we add cu

into Cv. Finally we pick up the smallest color not belonging to Cv as cv and add v

into Qb. This process continues until all Lb is empty and we obtain the constrained

induced graph Qb with assigned colors.

The complete algorithm is depicted in Figure 4.2. We call this algorithm Joint-Routed

Shared Path-Based Protection (JSPP).

For a particular number N of LSRs and number M of OXCs, Steps 2-7 for the

routing and wavelength assignment of primary lightpaths take O(∆NM2+ 3
2∆2N2) since we
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use Dijkstra’s algorithm for the lightpath routing and we have ∆N primary lightpaths, the

while loop in Steps 8-15 takes O(∆NM2 + ∆2N2 + ∆2N2

2 ) for the routing and constrained

wavelength (color) assignment of backup lightpaths. Therefore, the time taken by the JSPP

algorithm is O(2∆NM2 + 3∆2N2).

The above complexity analysis for the SSPP and JSPP algorithms is based on

worst case analysis. We can see that these algorithms have similar time complexity, but the

JSPP algorithm has a smaller constant coefficient than the SSPP algorithm.

To evaluate the effects of different protection schemes on the topology design of

optical Networks, we modify the algorithm we developed in Chapter 3 to take protection into

consideration in the routing and wavelength assignment of lightpaths. We substitute Step 7

in Figure 3.3 with the two algorithms we developed in Section 4.1.2. We expect that, when

lightpath protection is taken into account, a larger number of wavelength will be needed

to satisfy a given set of lightpath requests for a given physical topology. Alternatively, if

the number of wavelengths is fixed, protection will require a larger number of OXCs, and

therefore, a more expensive physical topology. The numerical results we present in the

next section confirm our expectations, but indicate that the increase in network resources

is moderate.

4.2 Numerical Results

We use the same network model and assumption we used in Chapter 3. We present

two groups of numerical analysis in this section. The first group is used to investigate the

relative efficiency of the two algorithms we developed in Section 4.1.2 in terms of wavelength

usage and time complexity . The second group of results studies the effect of important

network parameters such as the available number of wavelengths, the number of OXC ports,

etc., on the number of OXCs and the physical topology when different protection policies

are adopted. In addition to the two shared path-based protection algorithms we developed,

we also include the results for a dedicated path-based scheme (DPP) and the results from

Chapter 3 (which are shown under the label ”Primary”) as benchmarks. The DPP scheme

is actually a 1+1 path protection scheme which we implement as follows: we route every

lightpath requirement as a pair of primary and backup paths one by one, then assign the

wavelength for all of these lightpaths in a way that any two lightpaths, primary or backup,
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do not share a same wavelength as long as they have a link in common. In this scheme,

there is no wavelength sharing between backup paths, and therefore it always requires a

larger number of wavelengths for a given topology. As a result, it also requires a larger

number of OXCs in our topology design problem.

4.2.1 Algorithm Comparison

Figure 4.3 and Figure 4.4 depict the performance of the path-based protection

algorithms. We vary the number N of LSRs from 100-1000, the number M of OXCs is

set to 1/20 of N , and the number ∆ of transceivers per LSR is fixed to 4. From Figure

4.3, we can clearly see that shared path-based protection is significantly more efficient in

terms of wavelength usage compared to the DPP scheme. The gap between the shared

and dedicated schemes becomes larger as the number N of LSRs increases. When N

equals 1000, the number of wavelength required by the DPP scheme is almost twice that

required by the shared protection schemes. At the same time, SSPP and JSPP require

only a moderately larger number of wavelengths than the primary-only scheme that does

not provide any protection. Between the two shared protection schemes we study, the one

based on separate routing of primary/backup paths (SSPP) outperformed the one based on

the joint routing of all connection requirements (JSPP). As a trade-off, Figure 4.3 shows

that JSPP is much more time efficient than SSPP and is close to the primary-only scheme.

In General, we have found that SSPP requires two or three times more computation time

than JSPP. This result validates the complexity analysis results we presented earlier. The

DPP scheme has the worst running time performance, and always requires two or three

times more computation time than SSPP.

4.2.2 The Effects of System Parameters

In Figure 4.5, we plot the number M of OXCs in the MPλS network against the

number N of LSRs. For these results, we have let ∆ = 4, W = 64 and P = 64. We make

two important observations. First, for all of the four algorithms, the number M of OXCs

increases almost linearly with the number N of LSRs and the slope is moderate. Second,

JSPP and SSPP require a similar number M of OXCs, which is usually 1/3 more than

that required by the primary-only case. Also, DPP is the worst scheme since it requires
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Figure 4.5: No. OXCs in the physical topology (∆ = 4, P = 64, W = 64)

twice as many OXCs as the primary-only case. These results imply that OXC networks

to interconnect very large number of LSRs can be built cost-effectively when protection is

required and the shared path-based protection scheme is a good choice.

In Figure 4.6, we plot the number of OXCs against the number W of wavelengths

when the number of LSRs is constant at N = 300, the number of transceivers per LSR is

∆ = 8, and the number of ports per OXC is P = 64. The results are as expected. The

number of OXCs needed decreases as the number W of wavelength per fiber increases. The

curves flatten out once W > 80, which reflects the fact that a larger number of port per

OXC is needed to take full advantage of a large number of wavelengths. Also, the difference

among the numbers of OXCs required for the different protection schemes tends to diminish

as W increases.

A larger number of OXCs is required as ∆ increases as shown in Figure 4.7,

where we let N = 300, P = 64, and W = 64. While the increase in the number of OXCs

is significantly slower than the increase in ∆ for the primary-only case, the increase in the

number of OXCs when considering protection is much faster. However, the increase in M

is still slower than the increase in ∆ for shared protection schemes JSPP and SSPP, but it

is almost the same for DPP. Note that as ∆ (and, consequently, the number of lightpaths)
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increases by a factor of six from 4 to 24, the number of OXCs required increases slower for

JSPP, from 18 to 86, and for SSPP, from 18 to 90.

In Figure 4.8, we let N = 300, W = 32, and ∆ = 8, and we plot the number M of

OXCs against the number P of ports per OXC. When P equals 16, a feasible solution could

not be found even for M = 300 for any of three protection schemes. But a solution with a

reasonable number M of OXCs is possible for P ≥ 24 (except for DPP, when P=24). We

also observe that increasing P beyond 30 does not have a significant effect on the number

of OXCs (due to the limitation on the number W of wavelengths). Note that, in general

OXCs with many ports are more expensive than those with few ports. Therefore, our results

indicate that optical OXC networks can be built cost-effectively with OXCs with ports of

medium size even when protection is required.

4.3 Concluding Remarks

We have described two heuristic algorithms for shared path-based protection in

optical networks. We use these algorithms along with the ones we developed in the pre-
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vious chapter, to compute the number of OXCs and corresponding physical topology to

interconnect a given number of LSRs to satisfy their lightpath requirement. We have also

applied the algorithms to design networks that can accommodate up to 1000 LSRs and sev-

eral thousands of lightpaths. The results indicate that survivability requirements increase

the cost of the network in terms of number of OXCs or wavelengths, but only modestly.

The results also imply that shared path-based protection outperforms the dedicated path-

based protection significantly. Among the two heuristics we developed, the one based on

the joint routing and separate wavelength assignment (JSPP) has similar performance in

terms of the solution quality with the one based on the separate routing, joint wavelength

assignment(SSPP), but the former runs much faster than the latter.



62

0

50

100

150

200

250

300

0 10 20 30 40 50 60 70 80

M

P

Primary
JSPP
SSPP

DPP

Figure 4.8: No. OXCs in the physical topology (N = 300, W = 32, ∆ = 8)



63

Chapter 5

Constrained Ligth-Tree Routing

Multicast communication in legacy networks has been studied extensively. It is

usually accomplished through a mulitcast tree routed at the source node. When QoS is

required, a constrained multicast tree can be constructed. The concept of a light-tree

is the extension of a multicast tree to optical networks, and it can support multicasting

and enhance the virtual connectivity and traffic grooming in the optical layer. A specific

QoS problem for light-tree routing in the optical layer is motivated by the effects of light

splitting and power attenuation of optical signals which are only partially mitigated by

amplification. The light-tree constructed must guarantee a certain level of quality for the

signals received by the destination nodes. The problem of signal quality does not arise in

the context of multicast above the optical layer. Therefore, we define a new constrained

light-tree routing problem to account for the power losses. We investigate a number of

variants of this problem that we prove to be NP-complete. We also develop a suite of

corresponding routing algorithms, one of which can be applied to networks with sparse

light splitting and/or limited splitting fanout. One significant result of our study is that, in

order to guarantee an adequate signal quality and to scale to large destination sets, light-

trees must be balanced, or distance-weighted balanced (a term we define later). Numerical

results demonstrate the advantage of our algorithms over existing algorithms in terms of

the tree balancing and the fairness among the destinations.
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5.1 The Multicast Optical Network

We consider an optical WDM network with N nodes interconnected by fiber links.

Each of the links is capable of carrying W wavelengths, and each of the nodes is equipped

with an OXC with P input ports and P output ports. The OXC at (some of) the nodes

is multicast-capable (MC-OXC). A P × P MC-OXC consists of a set of W P × P splitter-

and-delivery (SaD) switches, one for each wavelength; Figure 5.1 shows a 3 × 3 MC-OXC

for W = 2 wavelengths. In addition to the W SaD switches, P demultiplexers (respectively,

multiplexers) are used to extract (respectively, combine) individual wavelengths. The SaD

switch design was first proposed in [42] and was later modified in [3] in order to reduce cost

and improve power efficiency. A P × P SaD switch, as it was proposed in [42], is shown

in Figure 5.2. It consists of P power splitters, P 2 optical gates (to reduce the excessive

crosstalk), and P 2 2 × 1 photonic switches. As in [3], we assume that the splitters are

configurable, in that they can be instructed to split the incoming signal into m output

signals, m = 1, · · · , P ; note that m = 1 corresponds to no power splitting, i.e., no multicast,

while m = P corresponds to a broadcast operation. By appropriately configuring the

corresponding m 2× 1 photonic switches, each of the p signals resulting from the splitting

operation can be switched to the desired output ports.

In a transparent network, optical signals suffer losses as they travel from source to

destination node. We distinguish two types of losses:

1. Signal attenuation. This is due to the propagation of light along the fibers between the

source and destination nodes. Optical amplifiers (EDFAs) are used along the optical

paths to boost the power of the information-carrying signals in order to compensate

for the signal attenuation. However, optical power amplification is not perfect, and

there is a limit on the number of times a signal may be amplified. Thus, it has been

suggested in [74] that power attenuation (along with other physical layer impairments,

such as dispersion) be taken into account when routing lightpaths in a transparent

optical network.

2. Splitting loss. An m-way splitter (similar to those shown in Figure 5.2) is an optical

device which splits an input signal among m outputs. For an ideal device, the power

of each output is (1/m)-th of that of the original signal; in practice, the splitting

operation introduces additional losses and the power of each output is lower than
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that of the ideal case. Splitting losses occur within MC-OXCs at the branch points

of light-trees carrying point-to-multipoint signals. While amplification may partially

compensate for the power loss due to light splitting, it is clear that this type of loss

must be taken into account for light-tree routing.

The next two subsections discuss the two types of losses in more detail.

5.1.1 Power Attenuation Along a Fiber Link

The output power Pout at the end of a fiber of length L is related to the input

power Pin by

Pout = Pine−αL (5.1)

where α is the fiber attenuation ratio [73]; near 1550 nm, we have that 4.34α = 0.2 = αdB.

In general, distributed feedback (DFB) lasers put out about 50 mW (17 dB) of power after

the output signal is boosted by an amplifier, while the sensitivity of avalanche photodiode

(APD) receivers at 2.5 Gb/s is -34 dB [62]. Therefore, from (5.1), we obtain the maximum

transmission distance in a fiber as Lmax = 255 km. For any fiber link whose length is

greater than Lmax, a number of EDFA amplifiers must be added to compensate for the
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power attenuation, so that the receiving power at the end of the fiber is no less than -34 dB.

When using optical amplifiers, other constraints must be considered, including the maximum

permissible power on a fiber, the effects of fiber nonlinearities, and the receiver sensitivity.

Consequently, in current practice, amplifier spacings range from 20 km to 100 km.

Suppose that the span of length between two consecutive amplifiers (EDFAs) in

the optical network is S, and that the gain of each amplifier is denoted by G (S and G are

assumed to be parameters which are fixed for a particular fiber system). Then, the power

received at the end of a fiber link of length L is related to the input power as follows:

Pout = Pin

(
Ge−αS

)L
S = Pin

(
G

1
S e−α

)L
= PinQL (5.2)

where Q = G
1
S e−α < 1 is a constant determined by the fiber system. Expression (5.2)

describes the signal attenuation within a fiber link equipped with optical amplifiers, as a

function of the link length L.

5.1.2 Power Loss due to Light Splitting at the MC-OXC

Let us now consider a signal that arrives at some input port of an MC-OXC such

as the one shown in Figure 5.1. This signal is split into m output signals at the SaD switch
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corresponding to the input’s wavelength. The m output signals are then switched to the

appropriate output ports of the MC-OXC. We assume that the power splitters at the SaD

switch (refer to Figure 5.2) are configurable, such that a multicast optical signal does not

always need to be split P times, where P is the number of input/output ports of the SaD

switch. Instead, the multicast signal is split into exactly m signals, m = 1, · · · , P , where m is

the out-degree of the node in the corresponding light-tree. Configurability is made possible

by new devices such as the compact multimode interference couplers with tunable power

splitting ratios that were reported recently in [51]. We also assume that the tunable power

splitting ratio can be controlled by the multicast signaling protocol, making it possible to

realize MC-OXCs with any desirable fanout m, m = 1, · · · , P .

Given these assumptions, the power loss (in dB) at an MC-OXC for an input signal

that is split into m output signals is given by [3]:

LossSaD = 10 log10 m + β(P ) (5.3)

In the above expression, the term β(P ) captures losses due to the multiplexing and demulti-

plexing of signals, as well as the insertion and coupling losses at the 2×1 switching elements

(refer to Figure 5.2). Since the number of switching elements in the signal path is equal to

the number P of input/output ports of the SaD switch, then this term is a function of P .

From (5.3), we can now derive the output power of each of the m output signals

as a function of the input power as follows:

Pout =
10−

β(P )
10

m
Pin ≤

Pin

m
(5.4)

Expression (5.4) assumes that signals are not amplified as they leave the MC-OXC. To

compensate for the power loss due to light splitting, optical amplifiers may be placed at

the output ports of the MC-OXC. Let G denote the gain of an amplifier, and define R =

10−
β(P )
10 G. R is a constant for a given SaD switch, and is determined by the number of ports

P of the switch, the losses incurred at the various elements of the switch, and the amplifier

gain. Then, the output power of a signal that has undergone m-way splitting is given by:

Pout =
RPin

m
≤ Pin (5.5)
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5.2 The Light-Tree Routing Problem

We represent a network of MC-OXCs by a simple graph G = (V, A). V denotes

the set of nodes (i.e., MC-OXCs), and A, the set of arcs, corresponds to the set of (uni-

directional) fiber links connecting the nodes. We will also use N =| V | to refer to the

number of nodes in the network. We define a distance function D : A → R+ which assigns

a non-negative weight to each fiber link in the network. More specifically, the value D(`)

associated with link ` = (u, v) ∈ A, u, v ∈ V, is the geographical distance that the optical

signal travels along the link ` from node u to node v.

Under the light-tree routing scenario we are considering, an optical signal origi-

nating at some source node s ∈ V in the network must be delivered to a set M ⊆ V −{s} of

destination nodes. In general, several point-to-multipoint sessions may proceed concurrently

within the network, each characterized by a source node and a destination set. We assume

that communication in the network is connection-oriented, and that point-to-multipoint

connections are established by issuing a connect request ; similarly, at the conclusion of a

session a disconnect request is issued. In response to a connect request, and prior to any

optical signal been transmitted from the source to the destinations, a connection establish-

ment process is initiated. Central to the connection establishment is the determination of

a light-tree, i.e., a set of paths between the source and the destinations, over which the

optical signal will be carried for the duration of the point-to-multipoint session.

Let s and M be the source and destination set, respectively, of a certain point-to-

multipoint session. We let T = (VT , AT ) denote the light-tree, rooted at s, for this session.

The light-tree is a subgraph of G (i.e., VT ⊆ V and AT ⊆ A) spanning s and the nodes

in M (that is, M ∪ {s} ⊆ VT ). In addition, VT may contain relay nodes, that is, nodes

intermediate to the path from the source to a destination. Relay nodes do not terminate the

optical signal transmitted by the source node s; rather, they simply split and/or switch the

signal towards the downstream links of the light-tree. We let HT (s, v) denote the unique

path from source s to destination v ∈ M in the light-tree T . We define Pin(s) as the power

of the optical signal injected into the network by the source node s, and Pout(s, v) as the

power of the optical signal received by destination v ∈ M . The output power Pout(s, v) at

destination v is related to the input power at the source s through the following expression:

Pout(s, v) = Pin(s)× L(atten)(s, v)× L(split)(s, v) (5.6)
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In the above expression, parameter L(atten)(s, v) (respectively, L(split)(s, v)) accounts for the

power loss due to attenuation (respectively, light splitting) along the path from s to v in

the light-tree T ; we assume that both parameters include the effects of amplification.

Recall that expression (5.2) relates the input and output signal power for a single

fiber link. The expression can be generalized to a path from a source s to a destination v

in a straightforward manner, allowing us to express L(atten)(s, v) as follows:

L(atten)(s, v) =
∏

`∈HT (s,v)

QD(`) = Q
∑

`∈HT (s,v)D(`)
< 1 (5.7)

Similarly, we can obtain an expression for L(split) by considering all MC-OXCs in the path

from s to v in the light-tree T , and applying expression (5.5). Let us define FT (u) as the

fanout of the MC-OXC at node u of the light-tree T , with respect to the optical signal carried

on this light-tree 1. The fanout FT (u) corresponds to the quantity m in expression (5.5).

As a result, we obtain:

L(split)(s, v) =
∏

u∈HT (s,v)

R

FT (u)
< 1 (5.8)

We note that, as we explained in the previous section, quantities Q and R in expressions (5.7)

and (5.8) are constants for a given optical network.

5.2.1 Path Constraints to Ensure Optical Signal Quality

We now introduce two parameters that can be used to characterize the quality of

the light-tree as perceived by the application making use of the point-to-multipoint optical

communication. These parameters relate the end-to-end power loss along individual source-

destination paths to the desired level of signal power at the receivers, as follows.

• Source-destination loss tolerance, ∆. Parameter ∆ represents an upper bound on the

acceptable end-to-end power loss along any path from the source to a destination

node. This parameter reflects the fact that if the optical signal power falls below the

receiver sensitivity, then the information carried by the signal cannot be recovered.

• Inter-destination loss variation tolerance, δ. Parameter δ is the maximum difference

between the end-to-end losses along the paths from the source to any two destination
1Note that node v may be part of a different light-tree T ′, with a different source and destination set; its

fanout with respect to T ′ may be different than its fanout with respect to T .
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nodes that can be tolerated by the application. This parameter can be thought of as

a measure of fairness among the destination nodes of the light-tree.

By supplying values for parameters ∆ and δ, the application in effect imposes a

set of constraints on the optical signal power at the receivers of the light-tree:

Pout(s, v) ≥ ∆Pin(s) ∀ v ∈ M, ∆ ≤ 1 (5.9)

1
δ
≤ Pout(s, v)

Pout(s, u)
≤ δ ∀ v, u ∈ M, δ ≥ 1 (5.10)

We will refer to (5.9) as the source-destination loss constraint, while (5.10) will be called

the inter-destination loss variation constraint. We will also say that tree T is a feasible

light-tree for a point-to-multipoint session with source s and destination set M , if and only

if T satisfies both (5.9) and (5.10). Note that, in order for the application to proceed, it is

necessary and sufficient that a single feasible light-tree be constructed, since any feasible

tree can meet the quality of service requirements as expressed by parameters ∆ and δ.

5.3 Optical Signal Power Constrained Light-Trees

Let ∆ and δ be the loss and loss variation tolerances, respectively, as specified by

a client application that wishes to initiate a point-to-multipoint session. Our objective is to

determine a light-tree such that the power losses along all source-destination paths in the

tree are within the two tolerances. This problem, which we will call the Power Constrained

Light-Tree (PCLT) problem, can be formally expressed as follows.

Problem 5.3.1 (PCLT) Given a network G = (V, A), a source node s ∈ V , a destination

set M ⊆ V −{s}, a distance function D : A →R+, a loss tolerance ∆, and a loss variation

tolerance δ, does there exist a light-tree T = (VT , AT ) spanning s and the nodes in M , that

satisfies both constraints (5.9) and (5.10)?

In the next three subsections we study three variants of the PCLT problem. The

variants mainly differ in the assumptions made regarding the degree to which each of the

two types of power loss (i.e., loss due to attenuation or light splitting) affects the quality of
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the received signal. As we explain, the assumptions depend on the geographical span of the

light-tree and the size of the destination set, and it is possible that different variants of the

PCLT problem apply to different light-trees within the same optical network. Therefore,

we characterize the complexity of, and provide light-tree algorithms for, all three variants

of the PCLT problem.

5.3.1 The PCLT Problem Under Power Attenuation Only

Let us first consider the PCLT problem under the assumption that power at-

tenuation is the dominant factor in determining the signal quality at the receivers of the

light-tree. In other words, we assume that L(split)(s, v) ≈ 1 in expression (5.6), for all des-

tinations v. This is a reasonable assumption when (i) the source of the point-to-multipoint

session and the destination nodes are separated by large geographical distances, and/or

(ii) there is a small number of destination nodes, thus, the optical signal only needs to

undergo a small number of splitting operations. In this case, we can use (5.7) to rewrite the

source-destination constraint (5.9) and the inter-destination loss variation constraint (5.10)

as follows.

L(atten)(s, v) ≥ ∆ ⇒ Q
∑

`∈HT (s,v)D(`) ≥ ∆

⇒
∑

`∈HT (s,v)

D(`) ≤ logQ ∆ ∀ v ∈ M (5.11)

1
δ
≤ L(atten)(s, v)

L(atten)(s, u)
≤ δ⇒Q

∣∣∣∑ `∈HT (s,v)D(`)−∑
`∈HT (s,u)D(`)

∣∣∣ ≤ δ

⇒

∣∣∣∣∣∣
∑

`∈HT (s,v)

D(`)−
∑

`∈HT (s,u)

D(`)

∣∣∣∣∣∣ ≤ logQ δ ∀v, u ∈ M (5.12)

Note that the last step in (5.11) is due to the fact that constants Q and ∆ are such that

0 < ∆, Q < 1.

An interesting observation regarding constraints (5.11) and (5.12) is that they

represent two conflicting objectives. Indeed, the loss constraint (5.11) dictates that short

paths be used. But choosing the shortest paths may lead to a violation of the loss variation

constraint (5.12) among nodes that are close to the source and nodes that are far away

from it. Consequently, it may be necessary to select longer paths for some nodes in order

to satisfy the latter constraint. Then, the problem of finding a feasible light-tree becomes

one of selecting paths in a way that strikes a balance between these two objectives.
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The PCLT problem with constraints (5.11) and (5.12) is equivalent to the delay-

and delay variation-bounded multicast tree (DVBMT) problem studied in [65, 71]. Specifi-

cally, the loss constraint (5.11) is equivalent to the delay constraint of DVBMT, while the

loss variation constraint (5.12) is equivalent to the delay variation constraint of DVBMT.

We proved in [65] that the DVBMT problem is NP-complete whenever the size of the des-

tination set | M |≥ 2. Consequently, if we ignore the power loss due to the splitting of the

optical signal at the branch nodes of the light-tree, the PCLT problem is also NP-complete.

In this case, the heuristics developed in [65, 71] can be applied directly to construct a

light-tree that satisfies both constraints (5.11) and (5.12).

5.3.2 The PCLT Problem Under Splitting Losses Only

Let us now turn our attention to the case when signal attenuation is negligible (i.e.,

L(atten) ≈ 1 in expression (5.6)), and power loss due to light splitting is the dominant factor

affecting signal quality at the receivers. This situation may arise when (i) the destination set

includes a large number of nodes, and/or (ii) the source and destination nodes are located in

close proximity to each other. We can then use expression (5.8) to rewrite constraints (5.9)

and (5.10) as follows (recall that FT (w) is the fanout of node w with respect to light-tree T ,

in other words, it denotes the number of times the optical signal traveling along light-tree

T is split at node w). ∏
w∈HT (s,v)

R

FT (w)
≥ ∆ ∀ v ∈ M (5.13)

1
δ
≤

∏
w∈HT (s,v)

R
FT (w)∏

w∈HT (s,u)
R

FT (w)

≤ δ ∀ u, v ∈ M (5.14)

Let us interpret constraints (5.13) and (5.14). Without loss of generality, let us

assume that R = 1, i.e., that the power of each of the FT (w) output signals at node w

is (1/FT (w))-th of that of the input signal; our conclusions are valid even when R > 1.

When R = 1, the denominator of the left hand side of (5.13) corresponds to the product∏
w∈HT (s,v) FT (w) along the path from the source s to destination v. We will call this

product the split ratio of node v, and its inverse corresponds to the residual power of

the optical signal received at node v after all the splits along the path. We can see that

constraint (5.13) imposes an upper bound on the split ratio on the path to each destination

node in set M .
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Let us now turn our attention to constraint (5.14). When R = 1, it states that

the split ratios of any two paths from the source to two destination nodes v and u should

be within a tight range from each other, where the tightness of the range is determined by

parameter δ. Therefore, this constraint suggests that light-trees must be as balanced as

possible. To see why, suppose that a light-tree is constructed for a set of K destinations

such that one destination node, say v, is directly connected to the root (source) while the

remaining K − 1 nodes are all in a different subtree connected to the root. It is clear that,

even after amplification (i.e., R > 1), node v will receive a signal of better quality than the

other K − 1 destinations: the signal arriving at node v is of the same quality as the one

traveling towards the other subtree, but the latter signal will have to be split several times

(and thus, it will degrade further) before it reaches each of the K − 1 destinations in the

subtree. Such an unbalanced tree has two important disadvantages. First, it introduces

unfairness, since receivers at small depth in the (logical) tree receive a signal of better

quality than receivers at large depth, independently of their geographical distance to the

source. Second, it is not scalable, since it may introduce excessive losses that make it

impossible to deliver a signal to a given number of destinations. To see this, consider

a worst case scenario where the tree is a binary one and is recursively constructed such

that the left subtree consists of exactly one receiver, while the right subtree contains all

remaining receivers and consists of left and right subtrees in a similar way. It is easy to see

that the receiver at depth one (in the left subtree of the whole tree) receives a signal that

has undergone one split and its power is one-half of that of the original signal. On the other

hand, the receiver at depth K (the rightmost leaf of the tree) receives a signal that is the

result of K splits, and its power is (1/2K)-th of that of the original signal. While extreme,

this scenario illustrates the pitfalls of unbalanced trees for the multicast of optical signals.

The requirement that the light-tree be as balanced as possible is a direct con-

sequence of the fact that when an optical signal undergoes m-way splitting, its power is

equally divided among the m output signals. Thus, this requirement is unique to optical

layer multicast. To the best of our knowledge, the problem of constructing balanced mul-

ticast trees has not been studied in the literature, since it does not arise in the context

of multicast above the optical layer. We now prove the problem of constructing balanced

multicast trees to be NP-complete. In the next subsection we present a suite of heuristics

to obtain balanced light-trees that satisfy constraints (5.13) and (5.14).

Our proof is by reduction from the Exact Cover by Three-Sets (X3C) problem [35],
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a well-known NP-complete problem defined as:

Definition 5.3.1 (X3C) Given a set S = {Si} with 3k elements for some natural number

k and a collection Y = {Yj} of subsets of the set, each of which contains exactly three

elements, do there exist in the collection Y k subsets that together cover the set S?

Theorem 5.3.1 The PCLT problem under constraints (5.13) and (5.14) is NP-complete.

Proof. Clearly, PCLT belongs in the class NP, since a solution to the PCLT problem can be

verified in polynomial time. We now transform the NP-complete X3C problem to PCLT.

Consider an arbitrary instance of the X3C problem consisting of (i) a set S = {Si} of

elements, where |S| = 3k for some natural number k, and (ii) a collection Y = {Yj} of

subsets of S, each subset containing exactly three elements of S. Let m = |S|, n = |Y |.
We construct a corresponding instance of PCLT as follows. The graph G = (V, A) has

n + m + 1 nodes, with V = {s, Y1, Y2, · · · , Yn, S1, S2, · · · , Sm}, where s is the source node

and M = S = {Si} is the destination set of the light-tree. The set A of links is:

A = {(s, Y1), (s, Y2), · · · , (s, Yn)}

∪{(Yj , Si)|Yj ∈ Y ∧ Si ∈ Yj} (5.15)

In other words, there is a link from s to every node Yi, and a link from every node Yi to

every node Sj which is a member of Yi (see Figure 5.3). The distance function is defined

as D(`) = 1, ∀ ` ∈ A (in fact, the distance function can be arbitrary; since this variant

of PCLT neglects power attenuation, the constraints (5.13) and (5.14) do not depend on

the link weights). Finally, the loss and loss variation tolerances are ∆ = 1
3k and δ = 1,

respectively.

It is obvious that this transformation can be performed in polynomial time. We

now show that a feasible light-tree for the PCLT problem exists if and only if set S has

an exact cover. If S has a cover X = {Yπ1 , Yπ2 , · · · , Yπk
}, the tree containing the source

s, the set of nodes X = {Yπ1 , Yπ2 , · · · , Yπk
}, and the set of nodes S = {Si} is a feasible

solution for PCLT. This is because the split ratio of each destination node Si is equal to
1
3k , and the tree satisfies both constraints (5.13) and (5.14). Conversely, let T be a feasible

light-tree for PCLT. Then, T must contain the source node s, all destination nodes Si,
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Figure 5.3: Instance of PCLT corresponding to an instance of X3C with k = 3, S =
{S1, · · · , S9}, Y1 = {S1, S2, S4}, Y2 = {S2, S4, S5}, Y3 = {S3, S5, S7}, Y4 = {S4, S6, S7}, Y5 =
{S6, S8, S9}, and exact cover {Y1, Y3, Y5}; the light-tree T is denoted by dashed lines

and a subset X of Y = {Yj}. Since δ = 1, all destination nodes Si have the same split

ratio. By construction of the PCLT instance, each destination node Si must have exactly

one parent in the light-tree T : if some node Si had more than one parents a loop would

exist (contradicting the hypothesis that T is a tree), and if it had no parent, it would not

be connected to the tree T (again contradicting the hypothesis that T is a solution to the

PCLT problem, i.e., it spans all destination nodes). Therefore, the nodes in the subset X

of Y contained in the light-tree T exactly cover the set S, implying that X is a solution to

the instance of the X3C problem.

Balanced Light-Tree Algorithm

We now present an algorithm for the version of the PCLT problem discussed above.

The objective of any such algorithm would be to construct a feasible light-tree, i.e., one that

satisfies both constraints (5.13) and (5.14). Note, however, that since the PCLT problem

is NP-complete, any polynomial-time algorithm may fail to construct a feasible light-tree

for a given problem instance, even if one exists. The algorithm we present can be used to

search through the space of candidate trees (i.e., trees spanning s and the nodes in M) for

a feasible solution to the PCLT problem. Our algorithm either returns a feasible tree, or,

having failed to discover such a tree, it returns one for which (i) the maximum split ratio
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of any node in M , and (ii) the maximum difference between the split ratios of any pair of

nodes in M , are minimum over all trees considered by the algorithm.

The balanced light-tree (BLT) algorithm, described in detail in Figure 5.4, takes

as input an initial tree T0 spanning the source s and destination nodes in M ; the issue of

constructing this initial tree is addressed shortly. In general, tree T0 may be infeasible, i.e.,

it may violate (5.13) and/or (5.14). The key part of the BLT algorithm is the tree balancing

procedure that is implemented by the while loop in Steps 4-18 of Figure 5.4. Consider an

intermediate light-tree T , and let u (respectively, v) denote the leaf node with maximum

(respectively, minimum) split ratio. The idea behind the BLT algorithm is to delete node

u from T , and add it back to the tree by connecting it to some node y in the path from

source s to v. Doing so reduces the split ratio of node u, but it also increases the split

ratio of all nodes below node y in the tree; therefore, this pair of delete/add operations is

performed only if it does not increase the split ratio of any node beyond that of node u

(refer also to the if statement in Steps 14-17 of Figure 5.4). Thus, after each iteration of the

algorithm, the split ratio of the node with the maximum value is decreased, in an attempt

to satisfy constraint (5.13). While the split ratio of some other node(s) is increased, it does

not increase beyond the previous maximum value. As a result, the difference between the

maximum and minimum split ratio values also decreases with each iteration, as required

by constraint (5.14). The algorithm terminates after a certain number of iterations, or if

two successive iterations fail to reduce the maximum split ratio; the latter condition is not

shown in Figure 5.4 in order to keep the pseudocode description simple.

In order to completely specify the BLT algorithm, we now explain how to select

the node y in the path from s to v (the node with the minimum split ratio) to connect node

u (the one with the maximum split ratio). Let Y denote the number of nodes in the path

from source s to node v. We consider three different criteria for selecting a node y ∈ Y to

which to connect node u, resulting in three variants of the BLT algorithm.

1. Shortest path (BLT-SP). In this variant, we select node y such that the path from

y to u is shortest among the paths from any node in Y to u.

2. Minimum split ratio (BLT-MSR). In this case, node y is one with the smallest

split ratio among all nodes in Y .

3. Degree constraint (BLT-D). This is similar to BLT-MSR, except that the node

y selected must be such that its fanout is no more than a maximum value F . F
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Balanced Light-Tree (BLT) Algorithm
Input: A graph G = (V, A) representing the network of MC-OXCs, a source node s ∈ V ,
a destination set M ⊆ V , a loss tolerance ∆, a loss variation tolerance δ, and an initial
light-tree T0 spanning the set {s ∪M}
Output: A light-tree Tf spanning the set {s ∪M}, and such that either (i) Tf is feasible,
or (ii) the difference between the maximum and minimum split ratio of any two nodes in
M is minimum

1. begin
2. T ← T0 // Initialize the light-tree
3. h ← 1 // Number of iterations
4. while (h ≤ MAX ITER)
5. Use depth-first search to calculate the split ratio of all nodes in M
6. if (light-tree T is feasible) then return T
7. u ← node with maximum split ratio
8. v ← node with minimum split ratio
9. w ← the first node in the path from u to s in tree T

s.t. w ∈ M or w has a fanout > 1
10. Y ← set of nodes in the path from v to s in tree T
12. In graph G, compute the shortest path from u to every node in Y
13. y ← a node in Y selected based on a predefined criterion (see Section 5.3.2)
14. if (maximum split ratio of T does not increase) then
15. Delete the path from w to u in tree T

// Delete the node with the maximum split ratio
16. Add the shortest path from y to u to T

// Add the node back to T on a different path
17. end if
18. end while
19. return T
20. end algorithm

Figure 5.4: General balanced light-tree (BLT) algorithm

may correspond to the maximum fanout capacity of the SaD switches at each MC-

OXC. With this selection criterion, the resulting light-tree will have a bounded degree

(fanout). Note that, if we use a different value of F for each node in the network,

then the algorithm can be used in optical networks with sparse light splitting, since

multicast-incapable OXCs can be accounted for by letting F = 1 for these nodes.

Finally, we use the SPH algorithm [76] to construct an initial tree T0 that spans

the source node s and the destination set M . The SPH algorithm is a fast algorithm

which has been used successfully as a starting point for several constrained Steiner tree
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problems [12]. The algorithm starts with a partial tree consisting of the shortest path from

the source s to some destination node. It then repeatedly extends the partial tree to another

destination node u, until all destination nodes have been included. A new destination node

u is connected to the partial tree by including the shortest path from some node y of the

tree to u. Therefore, the issue arises of selecting the node y of the partial tree to which to

connect node u. For each variant of the BLT algorithm, we use the corresponding selection

criterion to select node y of the partial tree.

Regarding the complexity of the BLT algorithm shown in Figure 5.4, it is straight-

forward to verify that the worst-case running time is O(N2I), where N is the number of

nodes in the network and I, an input parameter, is the number of iterations of the while

loop in Steps 4-18. We note that the worst-case complexity is the same for all three variants

of the BLT algorithm.

5.3.3 The General PCLT Problem

We now consider the most general version of the PCLT, which arises when both

signal attenuation and light splitting contribute to the degradation of the quality of the

signal as it travels through the optical network. In this case, the signal power received at

each destination node is related to the signal power emitted by the source node through

expressions (5.6)-(5.8), and the light-tree must be constructed such that constraints (5.9)

and (5.10) be satisfied. Clearly, this version of the PCLT problem is also NP-complete,

since it includes as special cases the two versions studied in Sections 5.3.1 and 5.3.2, both

of which are NP-complete.

An interesting observation regarding this general version of the PCLT problem

is that there is a tradeoff between the number of times a signal may be split and the

distance that the signal can travel. Signals that have been split multiple times may not be

able to travel over large distances, even after amplification, and vice versa. This tradeoff,

which is unique to optical networks, is not taken into account by existing multicast routing

algorithms. In this case, it would be desirable to have receivers which are far away (in

terms of distance traveled by the optical signal) from the source, be closer to the source in

the (logical) light-tree. This way, the signal arriving to these receivers will have undergone

a smaller number of splits. In this case, the resulting light-tree will not necessarily be

balanced (in the traditional definition of the term), but rather it must be balanced in a
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manner that accounts for the geographical locations of the various receivers relative to the

source. In other words, the number of signal splits for each receiver must be appropriately

weighted by the distance to the receiver.

Based on the above observations, we modify the BLT algorithm shown in Figure 5.4

to construct distance-weighted balanced light-trees; we will call this algorithm weighted BLT

(WBLT). The main idea is to consider the tree node with the largest total loss and attempt

to reduce its splitting loss by moving it closer to the source in the logical light-tree. Doing

so may increase the attenuation loss (since the node may be added to the tree on a longer

path), but it will also decrease its splitting loss, possibly resulting in a smaller total loss.

This weighted balancing procedure can be accomplished by making the following small

changes in the algorithm of Figure 5.4: in Step 7 (respectively, Step 8), select the node with

the maximum (respectively, minimum) total loss, and in the if statement in Step 14, check

whether the maximum total loss at any node of the tree increases. Otherwise, the algorithm

remains unchanged. Note that, since there are three variants of the BLT algorithm, we also

have three variants of WBLT, namely, WBLT-SP, WBLT-MSR, and WBLT-D.

5.4 Numerical Results

We have used simulation to evaluate the average case performance of the light-tree

routing algorithms on randomly generated graphs. The graphs were generated using the

method described in [81]. The nodes of the graphs were placed in a grid of dimensions

5000 × 5000 km, an area roughly the size of the continental United States. The weight of

each link was set to the Euclidean distance between the pair of nodes connected by the link.

To test the performance of our algorithms, we randomly generated graphs with a number

of nodes ranging from 50 to 110, and we varied the size of the destination set from 5-15%

of the number of nodes in the graph. In all the results shown in this section, each point

plotted represents the average over 300 graphs for the stated number of nodes. We have

also computed 95% confidence intervals which are not shown, since they are very narrow

and including them would affect the clarity of the figures. For algorithm BLT-D, we set the

degree constraint as 4, a reasonable value for the maximum fanout of an MC-OXC.
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5.4.1 The BLT Algorithms

We first study the performance of the three variants of the BLT algorithm (namely,

BLT-SP, BLT-MSR, and BLT-D) for the PCLT problem under splitting losses only. We

consider three performance measures:

1. maximum split ratio, which captures the quality of the signal at the destination node

where it is worst,

2. maximum-to-minimum split ratio, which reflects the difference between the best and

worst signal quality, and is a measure of inter-destination fairness, and

3. number of links of the light-tree, which captures the amount of resources (e.g., wave-

lengths) consumed by the point-to-multipoint session.

In Figures 5.5-5.7 we plot the behavior of the algorithms in terms of the three

metrics as a function of the number N of nodes in the network, for light-trees with a

number of destinations equal to 15% of the number of nodes; Each figure shows three pairs

of plots, each pair corresponding to one of the variants of the BLT algorithm, BLT-SP,

BLT-MSR, and BLT-D. The two plots within each pair correspond to two light-trees: the

initial light-tree T0, provided as input to the BLT algorithm 2, and the final light-tree

returned by the algorithm after the tree balancing procedure (the while loop in Steps 4-18

of Figure 5.4).

Figure 5.5 shows the maximum split ratio for the three algorithms, before and after

the tree balancing procedure. Let us first concentrate on the initial trees. As we can see, the

initial tree for BLT-SP has the worst average performance, while the maximum split ratios of

the initial trees for BLT-MSR and BLT-D are much smaller (especially for large networks),

with BLT-D being slightly better than BLT-MSR. In particular, the maximum split ratio of

the initial tree constructed by BLT-SP is significantly larger than the size of the destination

set; for instance, for N = 100, the destination set has 15 nodes, but the maximum split

ratio is around 48; in other words, without amplification, the corresponding destination node

would have received (1/48)-th of the power of the signal transmitted by the source. Even

after amplification, this signal will have undergone severe degradation due to splits. Note
2Note that, while the SPH algorithm [76] is used to construct the initial light-tree T0, a different criterion

is used by each BLT variant to determine how a new destination node is connected to the partial tree, as
we explained in Section 5.3.2. Therefore, the initial light-tree is different for each BLT variant.
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that BLT-SP corresponds to the pure SPH algorithm [76], which has been used extensively

in the literature for the Steiner tree problem. Naturally, the SPH algorithm does not take

into account optical layer power constraints, and thus, it may produce very unbalanced trees.

This result indicates that algorithms not specifically designed with these constraints in mind

would have very poor performance in the context of optical layer multicast. On the other

hand, BLT-MSR and BLT-D are variants of SPH that take the split ratio into account

when building the initial tree. As we can see, such customization results in significant

improvements in performance with respect to this metric.

Let us now turn our attention to the final trees produced by the three algorithms.

We immediately see that the tree balancing procedure is successful in reducing significantly

the maximum split ratio from that of the initial tree, for all three algorithms. Specifically,

the improvement (decrease) in the maximum split ratio ranges from about 50% (for the

BLT-MSR and the BLT-D algorithms) to 70% (for the BLT-SP algorithm). In other words,

the signal quality at the destination where it is worst, is 50-70% better, depending on the

algorithm, in the final, balanced tree compared to the initial tree. Furthermore, the max-

imum split ratio of the final trees increases more slowly with the number of nodes than

that of the initial trees. We also observe that the BLT-SP algorithm shows the best im-

provement after the balancing operation, and its final trees SP have a maximum split ratio

smaller than that of the corresponding final trees constructed by BLT-MSR and BLT-D.

This result is due to the fact that the BLT-SP algorithm does not impose any constraints

on the final tree (e.g., compared to the BLT-D algorithm), and thus, it is able to find better

trees. Overall, the results of Figure 5.5 suggest that the suite of BLT algorithms can be

used to construct light-trees with good performance in terms of signal power degradation.

Consequently, light-trees can scale to large destination sets and networks sizes. Such scala-

bility may not be possible with currently available algorithms, since the resulting light-trees

(refer to the initial tree for BLT-SP in Figure 5.5) have a high maximum split ratio which

also increases quickly with the number of network nodes.

Figure 5.6 plots the maximum-to-minimum split ratio for the initial and final

trees of all three algorithms. This is a measure of the worst to best signal power at the

destinations, i.e., a measure of fairness. As we can see, BLT-SP has the worst performance

(both for the initial and final trees), while the performance of the initial trees constructed

by BLT-MSR and BLT-D is better. More importantly, the final trees of BLT-MSR and

BLT-D have a very low value (around 2.5), suggesting fair treatment of the destination
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Figure 5.5: Maximum split ratio, destination set size = .15N

nodes. Furthermore, this low value of the maximum-to-minimum split ratio remains almost

constant across the range of network sizes considered, again indicating that the fairness

property scales to networks and destination sets of realistic size.

Figure 5.7 plots the number of edges of the initial and final trees for the three

algorithms. The trees constructed by BLT-SP have fewer edges than those by BLT-MSR

and BLT-D. Also, performing tree balancing increases the number of edges of the final

tree, regardless of the algorithm employed. This result illustrates the penalty involved in

balancing the tree to reduce the maximum split ratio and improve the signal quality at the

destinations where it is worst. In order to balance the light-tree, destinations with high split

ratios are added closer to the source by extending the tree and using additional relay nodes

and edges. Consequently, balanced trees use additional network resources, including relay

nodes, links, and wavelengths. Thus, there is a tradeoff between using resources efficiently

and balancing the light-tree to accommodate optical layer power constraints.

Very similar results have been obtained when the number of destination nodes is

equal to 5% or 10% of the number of nodes. The results are presented in Figures 5.8-5.13.
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Figure 5.6: Maximum-to-minimum splitting ratio, destination set size = .15N

5.4.2 The WBLT Algorithm

We now demonstrate the operation of the WBLT algorithm which constructs

distance-weighted light-trees by taking into account losses due to both attenuation and

light-splitting. We define parameter S, S > 0, to capture the relative importance of loss

due to attenuation and loss due to power splitting: when S > 1, loss due to attenuation is

the dominant component of total loss, while when S < 1, splitting loss dominates. As we

discussed above, the value of S (i.e., whether it is greater than or less than one) depends

on several network parameters including the diameter of the network, the destination set

size, the distance between amplifiers, and the technology of amplifiers, SaD switches, and

power splitters. By varying the value of S we are able to investigate a wide range of relative

values for the power splitting and attenuation losses.

Figure 5.14 plots the maximum loss (in dB), against parameter S. Due to space

constraints, we only show results for the WBLT-D algorithm. The initial tree is constructed

using Dijkstra’s algorithm, and consists of the shortest paths from the source to all desti-

nations; thus, this tree minimizes loss due to attenuation. The figure shows three pairs of

plots: one for the total loss, one for the loss due to attenuation, and one for loss due to
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Figure 5.7: Cost, destination set size = .15N

power splitting. Each pair consists of one plot corresponding to the initial tree, and one

corresponding to the final tree after applying WBLT-D to the initial tree.

As we can see from Figure 5.14, the total loss tracks the dominant loss component

(attenuation or power splitting). The total loss is smaller for the final tree, especially when

loss due to power splitting dominates. The decrease in total loss can be more than 50%

at low values of S (note that both axes are shown in log scale). The plots corresponding

to loss due to attenuation and power splitting explain how the distance-weighted balancing

operation of WBLT is successful in reducing the total loss. Specifically, WBLT moves nodes

that are far away from the source (in geographical distance) closer to the source in the light-

tree. Doing so increases the loss due to attenuation (compare the corresponding plots for

the initial and final tree), but reduces the loss due to power splitting (again, compare

the corresponding plots). This operation is particularly successful when loss due to power

splitting is dominant or even roughly equivalent to loss due to attenuation (i.e., for values

of S up to 3 in the figure). When loss due to attenuation is dominant (e.g., for S = 10), the

WBLT algorithm has little effect on total loss. This result is expected, of course, since the

initial tree is optimal with respect to attenuation, and any reduction in loss due to power

splitting would have negligible effect on total loss.
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Figure 5.8: Maximum split ratio, destination set size = .10N

5.5 Concluding Remarks

We have studied the light-tree routing problem under optical layer power budget

constraints. We considered both attenuation and splitting loss as factors affecting the

quality of signals delivered to the destination nodes. We introduced a set of constraints

on the end-to-end paths in order to guarantee an adequate signal quality and to ensure a

measure of fairness among the destination nodes. These constraints require the light-tree to

be balanced or distance-weighted balanced. We proved that constructing such a light-tree

spanning a given source and destination node set is an NP-complete problem. We developed

a number of algorithms for building balanced trees, and we investigated their performance

through extensive simulation experiments on a large number of randomly generated network

topologies.
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Figure 5.9: Maximum-to-minimum splitting ratio, destination set size = .10N
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Chapter 6

Conclusions and Future Work

We have examined the problem of integrated physical topology and virtual topol-

ogy design for large scale optical networks. Our emphasis has been on providing efficient

heuristic algorithms to find near optimal solutions for optical networks that are required

to support up to several thousands of LSRs, each of which may be equiped with tens of

transceivers. We extended our study to include the survivability requirement into the net-

work design. The results demonstrate that it is possible to design a network that scales

well with the size of the LSRs and the traffic requirements. We have also examined an

important application for optical networks, the light-tree routing problem, which is mainly

used to support multicasting at the optical layer. Our algorithm takes the power loss into

consideration and guarantees a certain level of fairness for the power distribution among

members in a multicasting group through the construction of a balanced light-tree.

6.1 Future Work

Our work on the physical and logical topology design and optical layer multicast

can be extended in several directions. As we mentioned earlier, at the optical layer, the

offered traffic in the form of lightpaths (logical topology) appears static at certain time

scales. Furthermore, most topology design studies (including ours) assume that the majority

of the traffic is point-to-point. However, over the long term, traffic patterns may change, and
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the offered traffic may increase and require additional resources. Therefore, the problem

of migrating the virtual topology to satisfy the new requirements is an important one.

Furthermore, a different objective in physical topology design would be to implement a

physical topology that would be able to satisfy the maximum increase in offered traffic

without additional resources (wavelength or OXCs). Also, since multicast services are

becoming popular in the Internet, and the amount of multicast traffic is expected to increase

significantly, then multicast demands must be taken into account in the design of optical

networks. In this case, we have to investigate the routing and wavelength assignment

problem for multicast connections.

Another attractive field of study is the design of a survivable network. In this

work, we only considered the protection requirement in the optical layer, but we did not

consider the interoperation between the optical layer and upper service layer(s) (e.g., the IP

or MPLS layer). We need to conduct additional research on efficient protection/restoration

schemes in such a network.

Although link-based protection is considered highly capacity-consuming, its fast

restoration time is very attractive to network service providers and worthy of further inves-

tigation. In an optical network, one or more primary lightpaths with different wavelengths

may use a particular link. When this link fails, we have to find one or more backup paths

with the same number of wavelengths to recover the broken lightpaths. If wavelength con-

verters are used, finding backup paths for a particular faulty link is equivalent to the integer

flow multicommodity problem. We only need to assign the number of wavelengths to the

backup paths, but the backup wavelength need not be the same as the primary wavelength.

The problem becomes more complicated when converters are not used since we have to find

the same group of wavelengths in the backup paths for the recovery of primary ligthpaths,

which may be not always available. The wavelengths we need may have been occupied

by other primary or backup lightpaths. Therefore we may not be able to recover all the

ligthpaths based on the link protection. In order to demonstrate the performance of the

link-based protection scheme, we may define a recovery ratio, γ, to represent the weighted

average percentage of recovered primary lightpaths over the total primary ligthpaths for

each link. Efficient algorithms need to be developed to minimize γ.

An extension to the light-tree routing problem can be made to consider networks

with sparse light splitting. In our current network model, we assume that every OXC is

multicast-capable. However, multicast-capable OXCs are very expensive and not technically
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ready for the commercial deployment. A more practical assumption would be that only

a fraction of the OXCs are multicast-capable. the optimal allocation of the multicast-

capable OXCs and the balanced light-tree routing problem under such a sparse light splitting

scenario are both valuable problems worthy of further investigation. A possible approach is

to combine the concept of a light-forest with our balancing algorithm to obtain a balanced

light-forest for a given multicast group, which will minimize both the number of wavelengths

and the power loss.
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